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Configuration Manual 

Neil Sahay 
x19238061 

1 Introduction 

This configuration manual contains detailed information about the different hardware 

and software configurations that were required to set up the project build-up, and also 
the crucial setup and libraries that needed to be imported and installed while setting up 

the environment. As the code is executed in Google Collaboratory, thus this manual also 
contains detailed information about the setup process. Moreover, it also contains the code 

snippets and executed models architectures of the three experiments performed. 

2 Hardware and Software Configurations 

Due to the sheer influx of data and usage of extensive memory, Google colaboratory is 

utilized as it has an inbuilt Graphical Processing Unit (GPU), and memory of 13 GB, which 
makes the computation faster as compared to the normal processor. Table 1 and 2 shows 

the tabular structure in which all the information regarding software and hardware 
configurations is encapsulated. 

Table 1: Hardware Configurations Adopted 

Host Machine HPE EliteBook with i5 Processor 

RAM 8 GB 

GPU Google Colaboratory integrated GPU with 80 GB free 

storage and 13 GB RAM 

 

 

Table 2: Software Employed 

Programming 

language 

Python 

Cloud environment Google Collaboratory 

Browser Google chrome 

  

3 Colaboratory Setup 

This section contains detailed steps for configuring the Google Collaboratory so as to 
import the data efficiently and process the data while also performing computational 

algorithms to build the model in scalable manner. 

1. Initial step is to configure the google collboratory file by going into the file section 

and clicking on New Notebook option as shown in Figure 1. 
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Figure 1: Creating New Notebook in Google Colab 

2. The second step is to change the Runtime to the integrated GPU, which Google Colab 

provides as shown in Figure 2. 

 

Figure 2: Changing the runtime to GPU 

3. The third step involves uploading the dataset in Colab environment to perform 

operations. 

 

Figure 3: Uploading the input data in colab 

4. The next step involves installing the required libraries. In this project, libraries such 

as spacy which is an advanced NLP toolkit is used, also the library en_core _web_md 
consists of components such as Lemmatizer and Tokenizer, which is also 

downloaded using pip command as shown in figure 4. 
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Figure 4: Installing the libraries 

4 Data Pre-processing 

This section contains steps for data pre-processing, and also include code snippets in the 
way, how the data is imported and cleaned. 

1. The first step involves importing the data within Google Colab., by clicking Files 

section as shown in Fig 5. 

 

Figure 5: Uploading the dataset into the Colab environment 

2. Next the data is imported and read into the system using pandas library, with 
command pd.read csv(”File Name”) as shown in figure 6. 
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Figure 6: Reading the data 

3. The data is then needs to be pre-processed i.e. special characters and stop words 
are removed, moreover lemmatization is also performed, which is as shown in Fig 

7. 

 

Figure 7: Pre-processing the data 

4. The data is then splitted into training and test data sets using the scikit learn library 

and under the component mode selection, train test split is imported as shown in 
Figure 8. 

 

Figure 8: Splitting the data 

5 Defining the Model 

This section gives detailed information regarding the defining and training of the implemented 
Recurrent Convolutional Neural Network (RCNN) plus Long short term memory (LSTM) model. 

The specific libraries are imported and tensorflow is invoked to implement the desired model. 
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1. The initial step involves, importing all the necessary libraries from keras module, 

also including tensorflow. 

 

Figure 9: Importing the libraries 

2. After importing all the libraries, I created a class with name LSTM Text Classifier. 

3. Once the class is declared, initialization of variables is done, wherein all the default 

parameter values are also set as shown in Figure 10. 

 

Figure 10: Initializing the variables in base class 

4. Two methods are declared wherein the first method i.e. get word index which is 

used to retrieve the word token, while text to int sequence is used to get the word 
sequence for all the new words within the text as shown in figure 11. 
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Figure 11: Function to retrieve word index and sequence 

5. In the next step, another method ”fit” is created , in which parameters are passed 
such as Training data i.e. x train and y train along with validation data. This method 

is also used to compile the model and with the help of this method, the entire 
structure will be executed. 

 

Figure 12: Fit method declaration 

6. The model layers are then added, starting initially by adding the sequential layer, 

along with Convolutional 1D layer, wherein kernel size along with activation 

function is declared. Also, LSTM layer with sigmoid function, CNN layer with ReLU 
activation, adam optimizer and callbacks are all defined in the fit method as shown 

in figure 13. 
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Figure 13: Adding the layers 

7. In the next step, predict method to predict Fake and Real news on test data is 

created along with predict classes method as shown in Figure 14., which will aid to 
judge the different class, which is assigned for fake and real news that is 0 and 1. 

 

Figure 14: Method declaration to predict classes and documents 

8. Once all the necessary classes and methods are declared, then finally two more 
methods are created for loading the best model, along with retrieving the accuracy 

score of the implemented model as shown in figure 15. 
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Figure 15: Data Distribution of Length of the articles 

6 Experimentation and Evaluation of the Models 

Once the model buildup is completed, thus in the next phase 3 different models are built 

by adjusting the hyper-parameters in each of the experiment. This section contains 
execution of the 3 experiments performed and also details about the architecture 

obtained for each experiment performed. 

6.1 Experiment 1. 

In the first experiment, the python notebook is articulated with variation in hyper 
parameters along with code structure as discussed in the steps below: 

1. The model is trained by putting in the initial values of the hyper-parameters such 

as number of LSTM layers set to 100, while the number of CNN layers has been set 

to 3, along with the dropout rate set to 0.1 in the function ”LSTM Text Classifier” ,as 
depicted in table 3. Moreover figure 16, shows the model architecture. 

Table 3: Executed Results for Experiment 1. 

LSTM neurons CNN layers Dropout Number of epochs 

100 3 0.1 3,5,10 
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Figure 16: Experiment 1. Model architecture 

2. In the second stage of experiment , now as the model parameters are set in place, 
thus in this step the model is compiled and executed using the function ”fit”, under 

which the model is executed as shown in figure 17. 

 

Figure 17: Experiment 1. Compiling and Fitting the model 

3. Now as the model has been executed, thus the trained model is then validated over 
the test set dataset and the results are obtained as a classification report which is 

shown in figure 18. 
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Figure 18: Testing the results on test data 

4. To visualize the results, the confusion matrix is plotted using seaborn library. 

6.2 Experiment 2. 

After performing the first experiment, the hyper-parameters are tweaked by adjusting 

the number of layers in CNN, LSTM, etc. Also the rationale for implementing the second 
experiment is to avoid over fitting within the model while also increasing the accuracy of 

the model. 

1. The hyper-parameters such as the number of LSTM Layers and CNN layers, along 
with dropout rate set to 0.25 as shown in table 2. Moreover the figure 20 shows the 

model structure retrieved in second stage. 

Table 4: Executed Results for Experiment 2. 

LSTM neurons CNN layers Dropout Number of epochs 

128 5 0.25 3,5,10 
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                              Figure 20: Experiment 2 model architecture 

2.   The model is then compiled again by implementing the fit function as shown in figure     
21, the model architecture is detailed with 5 CNN layers and 128 neurons in LSTM layers. 
 

 
Figure 21: Experiment 2. Compiling and Fitting the model 
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3.   The executed model is evaluated on test set and the results are then arranged in a 

confusion matrix as shown in figure 22. 

 

Figure 22: Experiment 2 confusion matrix 

 

6.3 Experiment 3. 

After the execution of 2nd experiment, a third and final experiment is performed to 
achieve maximum accuracy and precision from the model. 

1. The hyper-parameters are adjusted again with dropout rate set to standard value of 

0.5, moreover the number of neurons are increased in LSTM layers to228 as shown 
in table 3, also the architecture is plotted as shown in fig 23, with the final model 

architecture. 

Table 5: Executed Results for Experiment 3. 

LSTM neurons CNN layers Dropout Number of epochs 

228 5 0.5 3,5,10 
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Figure 23: Experiment 3. Model architecture 

2.   The model is compiled for the last time as shown in figure 24. 

 

Figure 24: Experiment 3. Compiling and fitting the model 
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3.   The results obtained after executing the final model is depicted in figure 25. with confusion 

matrix plotted and accuracy obtained as 95%. 

 

Figure 25: Plotting experiment 3. Confusion matrix 


