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1 Introduction

This configuration manual aims to provide a step-by-step procedure in the development
and implementation of the research project which aims to classify the sentiment of the
Tamil movie reviews. It provides an overview of the various hardware and software
requirements that are involved in setting up the working environment to run the code
smoothly. It also explains about the programming language used and libraries used in
pre-processing the Tamil text. This manual also provides an overview of the various
experiments performed in this research and results with evaluation metrics.

2 System Configurations

2.1 Hardware Configuration

The configration of the Hardware to build the research:

• Device Name: MacBook Pro

• Operating System: MacOSBigSurOS

• Processor: 2.3GHz Dual-Core Intel Core i5

• RAM: 16GB

• Number of Core: 2

• Graphic Type: intel iris Plus Graphics 640 1536 MB

2.2 Software Configuration

• IDE: Google Colabatory (Cloud Based Jupyter Notebook)

• Programming Language: MacOSBigSurOS

• Web Browser: Google Chrome

• Documentation: Overleaf
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Figure 1: Getting started with Google Colaboratory.

The First step is setting up the Google Colaboratory environment to develop the code
which was shown in figure 1. To access the environment, we need a Google account to
sign in.

In the collab notebook, first we have mounted the drive to use the dataset and other
tools from the drive.

After that all the necessary libraries listed below were imported.

• pandas

• numpy

• nltk

• seaborn

• tensorflow

• fastext

• keras

• matplotlib

• sklearn

• indicnlp

2.3 Data Source

The dataset used for this project is collected from the Kaggle repository 1 shown in figure
2. The dataset contains the Tamil movie reviews which was given in Tamil language and
ratings. The raw data has noise such as punctuation, and unnecessary words to learn the
meaning of the sentence by the model. So, next step involves data preparation.

1https://www.kaggle.com/datasets/sudalairajkumar/tamil-nlp?select=tamil_movie_

reviews_train.csv
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Figure 2: Dataset from Kaggle.

3 Implementation

The following section aims to provide an overview of the various steps involved in the
implementation of the research work.

These include the data preparation, feature extraction and the proposed models im-
plementation.

The figure 3 shows the necessary libraries imported for this research.

Figure 3: Imported Libraries.

3.1 Data Preparation

The datasets available in Kaggle contains train and test data. The datasets were uploaded
from the google drive.

The figure 4 and figure 5 shows the train data and test data loading into pandas
dataframe.
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Train Data:

Figure 4: Train Data.

Test Data:

Figure 5: Test Data.

Before pre-processing we are merging train and test data which was shown in the
figure 6.

Merging Data for Data cleansing process.

Figure 6: Merging Train and Test Data.

Sample data after merging process complete shown in figure 7.

Figure 7: Sample of Dataset.

The raw data collected from the internet which was provided by different peoples
might contains more noise and unwanted symbols. The following figure 8 shows the
removal of punctuations and tokenisation each sentence into words.

Figure 8: Removing Puncutations and Word Tokenisation.
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Output after removing punctuations and tokenisation was shown in the figure 9.

Figure 9: Output after Removing Punctuation and Word Tokenisation.

Performing morphological analysis for formalized linguistics structure. Morphological
analysis was done using the indic NLP library which was imported at starting of the code.
Using IndicNLP resources (Fernando and Wijayasiriwardhane; 2020)each tokenised word
was morphologically analysed and split into separate tokens which explains in figure 10.

Figure 10: Morphological Analysis.

Sample output after morphological analysis we got is shown in figure 11.

Figure 11: Output of Morphological Analysis.

The list of stop words were provided by TamilNLP resources which contains 125 Tamil
stopwords and was downloaded for github. The figure 12 shows the function created to
load the stopword in Tamil and the data after stopwords got removed was stored in text
variable.
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Figure 12: Stopword Removal.

In the next step to make the input in same size and shape the process of padding was
carried out. The figure 13 illustrate the process of padding.

Figure 13: Padding.

3.2 Data Transformation

The blocks in figure 14 explains the way the rating column get transformed into binary
labelled column as 0 and 1 which is negative and positive respectively.
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Figure 14: Converting Rating into Binary classification.

3.3 Feature Extraction

The next step is feature extraction. This process involves transforming each word into
vectors. For this fastText Word Embedding (Senevirathne et al.; 2020) can be used. In
this research work the fasttext model which was pre-trained on Tamil was used. Figure
15shows the importing of fasttext and figure 16 shows embedding matrix created using
fastext.

Figure 15: Importing fasttext.

Figure 16: Building Embedding Matrix.
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The figure 17 shows the building of embedding layer.

Figure 17: Embedding Layer.

After the data pre-processing steps the data was splitted into train and test data with
the ratio of 80:20 that explained in figure 18.

Figure 18: Splitting data into Train and Test.

3.4 Model Building

3.4.1 CNN-LSTM

BUILDING CNN-LSTM MODEL

Figure 19: Building CNN-LSTM.

We also included early stopping shown in figure 20to prevent the model from overfit-
ting.

Figure 20: Early Stopping.

After CNN-LSTM model was built we need to train the model on the data on training
data for that we have tuned the hyperparameters and introduce early stopping aswell that
was shown in the figure 21.
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Figure 21: Training CNN-LSTM.

The figure 22 shows the evaluation of Train and test data and its accuracy.

Figure 22: Evaluation and Train and Test Accuracy for CNN-LSTM.

we have created a function to get the classification report and confusion matrix which
was defined in the figure 23.

Figure 23: Creating function to summary of the model.

The figure 24 shows the classification Report and confusion matrix of CNN-LSTM.

9



Figure 24: Classification Report and Confusion Matrix of CNN-LSTM.

3.4.2 CNN-BiLSTM

Building CNN-BiLSTM MODEL in the figure 25.

Figure 25: Building CNN-BiLSTM.
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Training the CNN-BiLSTM on training data in figure 26.

Figure 26: Training CNN-BiLSTM.

After training the CNN-BiLSTM Model, the model was then evaluated on train and
test data. The accuracy the model got and the evaluation of CNN-BiLSTM shown in
figure 27.

Figure 27: Evaluation and Train and Test Accuarcy for CNN-BiLSTM.

Classification Report and Confusion Matrix shows how well the model performance
is. These summary of CNN-BiLSTM given in figure 28.
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Figure 28: Classification Report and Confusion Matrix of CNN-BiLSTM.

3.5 CNN-BiGRU

Building CNN-BiGRU in the figure 29.

Figure 29: Building CNN-BiGRU.

In figure 30 training CNN-BiLSTM model on train data with hyperparameters were
shown.
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Figure 30: Training CNN-BiLSTM.

Evaluation of CNN-BiLSTM and accuracy for predicted train and test data was
provided in the figure 31.

Figure 31: Evaluation and Train and Test Accuarcy for CNN-BiLSTM.

The figure 32 explains the Classification Report and Confusion Matrix of CNN-
BiGRU.

Figure 32: Classification Report and Confusion Matrix of CNN-BiGRU.
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