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1 Introduction

The configuration manual outlines the several stages and steps required in putting the
research idea into action. It includes information on the environmental configurations,
collection of dataset, preparation of input data, building model using Extractive and Ab-
stractive approach, results obtained from the experiments and evaluation of summaries,
as well as references, piece of codes, and screenshots of obtained summaries or results.

2 System Configuration

2.1 Hardware Requirement

Minimum hardware requirement for running the code

• CPU with operating frequency of minimum 1 GHz

• Disk space: 10 GB minimum

• RAM: 4 GB minimum

• 64-bit operating system

2.2 Software Requirement

Software requirements or pre-requisite for running the code

• Microsoft Edge

• Google Chrome

• IDE: Google Colab, Visual Studio

• Programming language: Python 3.7

3 Data Collection and Preparation

3.1 Data Collection

• Open the URL https://groups.inf.ed.ac.uk/ami/icsi/download/ to reach the
ICSI Corpus download page.
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• Download the ICSI original MRT format transcripts with documentation. A zip file
will be downloaded having ”ICSI original transcripts” folder indide it. Files are in the
.mrt format.

• ICSI dataset folder is kept inside the folder ”FinalCode” also.

3.2 Data Preparation

• Run ICSI preprocess.py for the conversion of .mrt to .txt and clean the file.

• The cleaned and preprocessed transcripts are kept inside a separate folder ”Prepro-
cess cleaned Transcripts”.

• After generating the summaries from extractive summarization the text and the gener-
ated summaries from extractive are combined into single CSV with column name ”text”
and ”summary” as shown in Figure 1

Figure 1: CSV File

4 Model Development

4.1 Importing Important Libraries

The libraries which are essential to run abstractive and extractive model:
Figure 2 shows the important libraries for extractive text summarization.

Figure 2: Libraries for Extractive approach

Figure 3 shows the important libraries for abstractive text summarization.
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Figure 3: Libraries for Abstractive approach

4.2 Extractive Text Summarization

The Figure 4 shows the table of text and summary as 2 columns with multiple files. In
Figure 5 shows the output summary generated from extractive model before feeding to
abstractive summarization. The preprocessed data given to extractive approach and after
the output it is combined and stored in a CSV to use as a input to abstractive. It consist
of 2 columns and 60 rows as tere are 60 transcript given as input.

Figure 4: Stage1 ’text’ and ’summary’ CSV

Figure 5: Summary generated from Extractive model
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4.3 Abstractive Text Summarization

In this stage the CSV file generated after phase 1 is supplied to phase 2. After that
cleaning is done for the text and summary. The Figure 6 shows the cleaning process.

Figure 6: Cleaning of data in phase2

The Figure 7 shows output after the cleaning process.

Figure 7: Cleaned text and summary code

The Figure 8 shows the distribution of text and summary through the histogram in
which it helps to get maximum text length and maximum summary length. The text
and summary are preprocessed and cleaned in the abstractive summarization (phase 2).
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Figure 8: Distribution of text and summary through histogram

The Figure 9 shows the addition of tokens to the START and END by which it is easy
to understand the starting and ending point of a sentence. This is done before feeding
the data to the phase 2 model.

Figure 9: Addition of START and END token

The splitting of the dataset is in the 70:30 ratio as shown in Figure 10.

Figure 10: 70:30 Dataset Split

The Figure 11 shows the Recurrent neural network in which an embedding layer
for decoder and encoder networks, as well as an attention layer to memorize extended
sequences, make up the model, which is a three-layer LSTM encoder and a one-layer
LSTM decoder, and a function of SoftMax activation to the output layer. The embedding
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Figure 11: RNN model

layers are 200 units while hidden layers are 300 units in size and the hidden layer has 0.4
value as a dropout to minimize overfitting and increase performance of the model.

The Figure 12 shows the epocs with 50 and batch size of 32.

Figure 12: Epochs and Batch size

The Figure 13 shows the learning curves of the accuracy and loss of train and test
data after running the number of epochs and batch size to identify how the model are
trained for both train sample and validation data.

Figure 13: Accuracy and loss graph

The Figure 14 shows the final output summary which is generated from the hybrid
model.
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Figure 14: Final summary generated from Abstractive model

5 Evaluation

5.1 ROUGE Metrics

There are various metrics to evaluate based on content based, co-selection based, text
quality based etc. ROUGE score for the text summarization is used to evaluate the
reference summary with the generated summary. ROUGE scores are of different types
like ROUGE N (ROUGE1, ROUGE2), ROUGE L, ROUGE S and ROUGE W. It states
how much reference summary and actual summaries have similarity between them. Fig-
ure 15,16 shows ROUGE score calculation

Figure 15: ROUGE Evaluation

Figure 16: ROUGE 1,ROUGE 2,ROUGE L scores
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5.2 Human Evaluation

There was also human evaluation done in which 5 people evaluated the summaries. As it
was little difficult to read the long input text to know if the summary is generated correct
or not. So, they reviewed reference summaries (extractive summary), actual summaries
(abstractive summary), according to the ROUGE scores and mainly according to the
human readability and understandability the output summaries was evaluated.

Figure 17: Human evaluation on final summary
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