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1 Introduction

The aim of this configuration manual is to provide a detailed list of all the tasks that must
be completed during the project implementation phase. All the software and hardware
specifications are provided so that project can be reproduced in the future. The steps
that need to be followed in order to run the code are covered in this manual, along with
the coding and deployment processes.

2 System Configurations

2.1 Hardware Configuration

Hardware configurations of the system on which the code was implemented and executed
are outlined in this section. Figure 1 shows the configurations of the system.

Figure 1: Hardware Configuration

The figure shows that the system has an Apple silicone M1 chip with 8GB of RAM
and seven core GPU.

2.2 Software Configuration

As shown in figure 1, the system is running on macOS Monterey (version 12.5). The
following section describes all the software used to implement this research.

1



2.2.1 Google Colaboratory

Google Colab, which is Google’s computing platform, is used in this research project for
all the code development 1. Colab PRO subscription is used in order to increase the
availability of RAM and to minimize the code run time. All the required libraries for
the project have been imported into Colab and used to develop the model. First, the
entire dataset and the metadata for the project are uploaded on Google drive. Then it is
accessed in the Colab notebook from the same Google drive account. Figure 2 shows the
Google drive mounting code block. Drive library from google.colab needs to be imported.

Figure 2: Google drive mount

Before start to run the code, Colab notebook settings should be updated by selecting
’Change runtime type’ from ’Runtime’ option. Figure 3 shows the notebook settings
used in this research. GPU is selected in order to run the model faster. High RAM is
selected to increase the runtime for the notebook. After running the command shown
in figure 2, it will redirect to the authorization page of google. Once authorization is
completed for that google account, data from google drive can be accessed into the Colab
notebook for further processing.

Figure 3: Google drive mount

1https://colab.research.google.com
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2.2.2 Other software

Safari browser is used to run the Google Colab notebooks. Overleaf (which is an online
Latex editor) is used for all the documentation and report writing of this project 2.
Overleaf is very easy to use and prepares the documents in real-time using the online
editor. It can be accessed from any browser; no need to install it. Figure 4 shows the
overleaf editor opened in the safari browser.

Figure 4: Overleaf editor

3 Data Preparation

Dataset used in this research is the German Traffic Sign Recognition Benchmark (GT-
SRB), and it is downloaded from the Kaggle website 3. The dataset has train as well
as test data. Train data has around 39K images in 43 different classes of traffic signs,
and test data has 12K images. The metadata file is also present in the dataset in CSV
format. It includes image dimensions, ROI, class id, and path information. Once the
train dataset is read into the Colab notebook, it is converted into a NumPy array and
shuffled randomly. The code block for the same is shown in figure 5.

Following that, it is divided into train and validation data with the ratio of 80:20,
respectively, in order to train the model. Finally, one hot encoding with the class id label

2https://www.overleaf.com
3https://www.kaggle.com/datasets/meowmeowmeowmeowmeow/gtsrb-german-traffic-sign
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Figure 5: Importing the train data

is performed on y set of train and validation data. Figure 6 shows the code block for the
same.

Figure 6: Splitting the data into train and val data

4 Model Implementation

Model is implemented in this project by using Residual Network (ResNet) and data aug-
mentation, which is a novelty of this research. ResNet is a network of residual blocks that
has a skip connection which adds the identity mapping from one block to the following
(Bouaafia et al.; 2021). Tensorflow library is used in this research to develop the model.
Pre-trained weights such as imagenet are not used in this model. GitHub is referenced to
develop the model 4. Figure 7 shows the code definition for the residual block and ReLU
activation layer in ResNet.

4https://gist.github.com/lazuxd/d7aaba284123bf3340e723701e381e6e#file-res net-py
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Figure 7: Residual block

Figure 8 shows the code definition to create a ResNet model. Input shape is (32,32,3)
and the output dense layer has 43 nodes for classification. The softmax activation func-
tion is used. The learning rate is set to 0.001, and the epoch size is 20. Adam optimizer
is used to compile the model with ’categorical crossentropy’ loss function and ’Accuracy’
metric.

Figure 8: ResNet model

Data augmentation is used to train data while training the model. ’ImageDataGen-
erator’ function is used as shown in figure 9.
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Figure 9: Data Augmentation

Figure 10 shows the model training with the first five epochs. As shown in the
figure, the data augmentation function is called in model.fit to augment the data. Train
and validation data are used for model training. Following the model training, model
performance is evaluated by plotting the model accuracy and model loss plot for train
and validation data.

Figure 10: Model training

Test data of around 12K images are then imported by using the path from the CSV
file. Figure 11 shows the code block for the same. ’read csv’ function is used to get the
path from the CSV file. Test data is then converted into a NumPy array by using the
NumPy library.

Figure 11: Importing the test data
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Predict function from the model is used to predict the test data. ’accuracy score’
function from ’sklearn.metrics’ library is used to calculate the test data accuracy. Figure
12 shows the code block for the model prediction and test data accuracy.

Figure 12: Model prediction

The confusion matrix is plotted and evaluated to validate the performance of the
model on test data. Figure 13 shows the code for the confusion matrix.

Figure 13: Confusion matrix

Few samples from the test data are plotted with the actual and predicted value of the
class. The code block for the same is shown in figure 14.

Figure 14: Plotting the test data
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