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1 Introduction 
 

The configuration manual document gives an overview and insights into the research carried 

out as part of the Industry Internship. This manual will provide the details of the system 

configuration and Tools utilised while performing the study and the project implementation. 

This project developed five deep learning models as part of the research. The implementation 

section will guide the process carried out in the development phase, along with the final 

results of the investigation.  

 

2 System Configuration 
 

The system used while performing the activity was personal as the internship was Remote. 

The configuration of the system is as follows. 

2.1 Hardware Configuration 

• Operating system: Windows 11 

• Processor: Intel i7-12th gen 

• GPU: Nvidia 3070 Ti 

• System Compatibility: 64-bit 

• Hard Disk: Hybrid (1T SSD) 

• RAM: 16GB 

 

2.2 Software Configurations 

  

Before starting the model building phase, the following software, tools and libraries listed in 

Table 1 were installed in the system. 

 

Table 1: System Configuration 

Software/Tools Version Information 

Python 3.9.7 To develop the Model, Python is used in this project. 

Anaconda 4.13.0 It is windows suitable platform that allows users 

computations, package management and model 

deployments. (Anaconda, 2022) 

Jupyter Lab 6.4.5 Notebook web-based interactive development 

environment for notebooks, code, and data (Jupyter, 2022) 

TensorFlow 2.9.1 For running deep neural networks, TensorFlow is an 

important library. (TensorFlow, 2022) 
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Keras 2.9.0 It provides powerful deep learning APIs to boost 

performance and scale. (Keras, 2022) 

Numpy 1.20.3 It is an open-source tool used to perform complex 

mathematical problems in data. (Numpy, 2022) 

Sci-Kit Learn 0.24.2 It is the library for problems such as Classification, 

Regression, and data pre-processing. (scikit-learn: 

machine learning in Python — scikit-learn 0.24.2 

documentation, 2021) 

Matplotlib 3.4.3 Matplotlib is a Python library for creating static, animated, 

and interactive visualisations. (Matplolib, 2022)  

Bokeh 2.4.3 Monitor GPU/Memory usage python -m 

jupyterlab_nvdashboard.server <port-number> (Bokeh, 

2022) 

 

 
 
To run the simulation, access the Simulation folder on Onedrive Simulation,  

• open the file  Simulation.ipynb file and  
• run all the cells to load the five models 
• input when requesting any email body to obtain the result on spam detection, a 

summarisation of the email, the email intent, and the possible principle of persuasion 
contained in the email. 
 

 

3 Implementation 
 
Jupyter ab has been configured to use GPU by following the tutorial available online 
https://www.techentice.com/how-to-make-jupyter-notebook-to-run-on-gpu/  
That also requires to install. In this section, the step-by-step guide is mentioned to run the 
project in any windows system. 1. Download and Install Anaconda Software in the windows 
system. (https://www.anaconda.com/products/individual)  
 
Once the Jupyter Lab environment is set, we can open Jupyter lab from Anaconda prompt. 
 
As we can see, Jupyter Lab is using the gpu2 environment created in Anaconda. 
 

After opening jupyter Lab, click on the new notebook (gpu2) in which the development part 
for the Model will be covered.  

https://studentncirl-my.sharepoint.com/:f:/r/personal/x20212887_student_ncirl_ie/Documents/Simulation?csf=1&web=1&e=vXcYC6
https://www.techentice.com/how-to-make-jupyter-notebook-to-run-on-gpu/
https://www.anaconda.com/products/individual
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In the new notebook, first import all the required libraries. 

  

3.1 Spam Detection 

Import the necessary libraries: 
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After that, import the provided dataset.  

 
 

Restrict the TensorFlow library to use as much memory as you wish to avoid OOM. 

 
 
 
After that, import the provided dataset publicly available 
https://www.kaggle.com/datasets/wanderfj/enron-spam  

We load the data and tokenise it with the following code. 
 

From this, the data pre-processing will be done using the following code. 
 

https://www.kaggle.com/datasets/wanderfj/enron-spam
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We explore the data with the following code: 

 
 

We split the data into train, test and validation sets and replace the label value with numeric 
values spam=1 and ham=0 and split the dataset before training the Model. 
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We import the models Tensorflow Hub: 
 

 
 

Train the Model with four layers, Dropout 0.1%, 256 inputs, and one final dense layer.  

 
 

Create and Compile the final Model. 

 
 
To Evaluate the Model use the evaluate() function: 

 
 

To Build the confusion matrix after getting the predicted values on the test set: 
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Show the results from each Model in a table format 
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To save the Model: 

 

 
 

To test the Model on an array of sentences: 

 

3.2 Text summarisation 

 

We will use Hugging Face’s high-level Pipeline API in this part to create summaries with a 
pre-trained model. There are three main steps involved when you pass some text to a 
pipeline: 

• The text is pre-processed into a format the Model can understand. 
• The pre-processed inputs are given to the Model. 
• The Model predictions are post-processed so that we can make sense of them. 

 
Import The libraries: 
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Import the processed data from Datasets 

 
 

Define the Rouge metric to evaluate the model 

 
 

Select top 50 emails: 

 
 
Load the BART model Using a Hugging face  

 
 

BART model is pre-trained on the English language and fine-tuned on CNN Daily Mail. 
After that, it was introduced in the paper BART: Denoising Sequence-to-Sequence Pre-
training for Natural Language Generation, Translation, and Comprehension by Lewis et al. 
and first released in [this repository 
(https://github.com/pytorch/fairseq/tree/master/examples/bart). 
 
BART is a transformer encoder-encoder (seq2seq) model with a bidirectional (BERT-like) 
encoder and an autoregressive (GPT-like) decoder. BART is pre-trained by (1) corrupting 
text with an arbitrary noising function and (2) learning a model to reconstruct the original 
text. 
 
BART is particularly effective when fine-tuned for text generation (e.g. summarisation, 
translation) but also works well for comprehension tasks (e.g. text classification, question 
answering). This particular checkpoint has been fine-tuned on CNN Daily Mail, a large 
collection of text-summary pairs. 
 

 
 
 
 
 
 
 
 
 
 
 
 

https://studentncirl-my.sharepoint.com/:f:/r/personal/x20212887_student_ncirl_ie/Documents/Datasets?csf=1&web=1&e=R0HOxm
https://github.com/pytorch/fairseq/tree/master/examples/bart
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To Apply the Model to each email and evaluate using the ROUGE metric: 

 
 
 
 

To calculate the Precision and Recall average score: 
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To plot the Rouge F1 score: 

 
 
 
 
To save the Model: 
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3.3 Intent Recognition 

 

Import the necessary Libraries: 

 
 

Download the dataset from AnnotatedThreads and load it:

 
 
 
 
 
 

https://studentncirl-my.sharepoint.com/:f:/r/personal/x20212887_student_ncirl_ie/Documents/Datasets/AnnotatedThreads?csf=1&web=1&e=3a29WY
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Create a regular expression to select all the sentences tagged with “Inform” and “Request-
Action” contained between [] 

 
Filter all the rows with length <2: 
 

 
 
Split the data into test, train and validation sets. 
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To balance the dataset, perform data augmentation with the following code on the minority 
class: 
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Plot the data after data augmentation: 
 

 
 

You can load various Models from TensorFlow Hub¶ 
Here you can choose which BERT model you will load from TensorFlow Hub and fine-tune. 
There are multiple BERT models available. 

• Small BERTs have the same general architecture but fewer and/or smaller 
Transformer blocks, which lets you explore tradeoffs between speed, size and quality. 

• ALBERT: four different sizes of “A Lite BERT” that reduces the model size (but not 
computation time) by sharing parameters between layers. 

• BERT Experts: eight models with the BERT-base architecture offer a choice between 
different pre-training domains to align more closely with the target task. 

• Electra has the same architecture as BERT (in three different sizes) but gets pre-
trained as a discriminator in a set-up that resembles a Generative Adversarial Network 
(GAN). 

• BERT with Talking-Heads Attention and Gated GELU [base, large] has two 
improvements to the core of the Transformer architecture. 

 
The model documentation on TensorFlow Hub https://www.tensorflow.org/hub   has more 
details  
 
The suggestion is to start with a Small BERT (with fewer parameters) since they are faster to 
fine-tune. If you like a small model with higher accuracy, ALBERT might be your next 
option. If you want even better accuracy, choose one of the classic BERT sizes or recent 
refinements like Electra, Talking Heads, or a BERT Expert. 
 
Aside from the models available below, multiple versions of the models are larger and can 
yield even better accuracy, but they are too big to be fine-tuned on a single GPU.  
 

 
 
 
 
 
 
 
 
 
 

https://www.tensorflow.org/hub
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Load BERT Expert by selecting the Model from the list: 
 

 
 
 
 

To build the Model: 
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We now have all the pieces of training a model, including the pre-processing module, BERT 
encoder, data, and classifier. 
 
Since this is a binary classification problem and the model outputs probabilities, we’ll use 
losses.BinaryCrossentropy loss function. 
 

To Loading the BERT model and training 
Using the classifier_model you created earlier, you can compile the Model with the loss, 
metric and optimiser: 
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3.4 Speech acts Tags  

 

Import the necessary Libraries: 

 
 

Restrict the TensorFlow library to use as much memory as you wish to avoid OOM. 
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Import the data from: https://data.world/brianray/enron-email-
dataset/workspace/file?filename=enron_05_17_2015_with_labels_v2  
 
Load the data: 

 
 

Add tags “click-link”, “download”, and “neutral” to each sentence in the dataset:  

 
 

Shuffle and split the data into train, test and validation datasets: 

 
 

Plot the data to check if balanced: 

 

https://data.world/brianray/enron-email-dataset/workspace/file?filename=enron_05_17_2015_with_labels_v2
https://data.world/brianray/enron-email-dataset/workspace/file?filename=enron_05_17_2015_with_labels_v2
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Load the desired Model from TensorFlow Hub. Here you can choose which BERT model 
you will load from TensorFlow Hub and fine-tune. There are multiple BERT models 
available. 

• Small BERTs have the same general architecture but fewer and/or smaller 
Transformer blocks, which lets you explore tradeoffs between speed, size and quality. 

• ALBERT: four different sizes of “A Lite BERT” that reduces the model size (but not 
computation time) by sharing parameters between layers. 

• BERT Experts: eight models with the BERT-base architecture offer a choice between 
different pre-training domains to align more closely with the target task. 

• Electra has the same architecture as BERT (in three different sizes) but gets pre-
trained as a discriminator in a set-up that resembles a Generative Adversarial Network 
(GAN). 

• BERT with Talking-Heads Attention and Gated GELU [base, large] has two 
improvements to the core of the Transformer architecture. 

 
 

Define the Model. Create a very simple fine-tuned model with the pre-processing Model, the 
selected BERT model, one Dense and a Dropout layer. 

 
 

 
 
 
Since this is a non-binary classification problem and the model outputs probabilities, we use 
losses.CategoricalCrossentropy loss function. 
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To train the Model: 

 
 

Let’s see how the Model performs. Two values will be returned. Loss (a number representing 
the error, lower values are better) and accuracy. To Evaluate the Model: 
 

 
 
Based on the History object returned by the Model. fit(). You can plot the training and 
validation loss for comparison and the training and validation accuracy. To plot: 
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To save the Created Model: 

 

3.5 Emotion Recognition 

 

Import the necessary libraries: 
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Load the data from dataset_finished.csv 

 
 

 
 

Perform an undersampling of the majority class: 

 
 

Perform Data augmentation on all the minority classes using DistilBERT and nlpaug library: 

 
 

 
 

https://studentncirl-my.sharepoint.com/:x:/r/personal/x20212887_student_ncirl_ie/Documents/Datasets/dataset_finished.csv?d=wf497fe6fb9b54e919b31cf25bfff6564&csf=1&web=1&e=ykWBbr
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Save the balanced dataset in a CSV file and plot it to check the classes distribution: 
 

 

 
 

Remove punctuation and multiple spaces  
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Split the dataset into train, test and validation datasets: 

 
 

To load the Small-BERT model using TensorFlow Hub: 

 
 

To Build the Classifier Model: 

 
Then to fine Tune the Model on ten epochs : 
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To plot the metrics and evaluate the Model: 

 
 

To test the Model: 

 
 

To save The Model Created: 
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