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Configuration Manual 
Priyal Narendra Patil 

X20193394 

 
1 Hardware/Software Requirements 

This Configuration manual encompasses the steps which must be followed to run the python 

notebooks. These deep learning models require certain minimum hardware requirements to 

be executed. Due to the nature of the scripts, a single experiment is divided into 2-3 parts 

where 1 -2 parts are of the training of the model and the last part is about the prediction. 

 

2 System Specification 

The entire project had been developed on the “Google Colab” which is a service by google 

where everyone who needs to run the python code can be provided with the online python 

notebook where they can run any python code. And it also provides a high ram as well as 

GPU. Basically, cloud-based Jupyter notebook. 
 

2.1 Hardware Requirements 

 
If someone wants to run on their personal computer, they should have at least the following 

hardware to make sure the script doesn’t run out of resources. These are not the exact 

specification because google collab in every session and allocates the system based on 

available resources. 

• Processor: Single Core 2.2-2.3 GHz 

• RAM: 12GB 

• GPU: Nvidia Tesla T4, 16GB memory 

 

Any system equivalent to the above can run the script 
 

2.2 Software Requirements 

 
The following program should be required 

• Google Collaboratory (or Jupyter Notebook for on-system execution) 

• Python 3 

• Microsoft Excel 
 

3 Setting up the environment 

This section information about the enabling of Google Collab in the Gmail account. 

 

First using the Gmail account’s Google drive, create a folder named “Project” And there 

upload all the “Jupyter notebooks” and the “ipynb” files are uploaded. 
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By Default google, the collab is not installed in google drive. To install that right click and 

select more> Connect more apps as follows 
 

Figure 1 Options to add more apps 

Search for Collaboratory 

 

Figure 2 Search Collaboratory 

On clicking on the Collaboratory select an option to install it, if it shows uninstall button that 

means the tool has been installed, 
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Figure 3 Installed Collaboratory 

 
Now once that’s done. One can open the “ipynb” notebooks by right-clicking on it and 

selecting the “Open with > Google Collaboratory” as shown in the following window. 
 

 

Figure 4 Option to open Jupyter notebook files 
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4 Data Selection 

Data can be collected from the following GitHub link. The author had provided the link to 

google drive, from where data either can be downloaded or can directly be used if using the 

google Collaboratory 

Figure 5 IP102 Dataset Download Location Link: https://github.com/xpwu95/IP102 

This data can be downloaded as well as it will show up in the “Shared With Me” section in 

Google Drive as well, 
 

Figure 6 IP102 Data Files 

https://github.com/xpwu95/IP102
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5 Implementation 
Following libraries are required to run the script, however, most of it will be already installed 

in the google collaboratory session, and 1-2 will not will but the installation commands are 

integrated into the scripts already. But others should be installed if used into the local system. 

• Numpy 

• SkLearn 

• PyTorch 

• Matplotlib 

• Seaborn 

• Shutil 

• Barbar 
 

 

 
5.1 Importing Data 

Figure 7 Libraries 

File “ip102_v1.1.tar” and “classes.txt” should be placed into the “Project” Folder which was 

created earlier in google drive. One can also make the shortcut of the same file from the 

shared with me section. 

 

And Executing the following command copies, the content of that “tar” file to the disk space 

provided by the google collab session. 
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Figure 8 Extracting the IP102 data and Keeping in the disk space 
 

5.2 Reading Data 

Once the data is imported into the Google Collaboratory Session, can be arranged in folders 

such that it can be accessed via the Image Loader of the PyTorch. 

 

First, the train, test and val folders are created. 

 

Listing 1 To create Train, Test and Validation folders 

Following has the functions to move and copy files in the respective folders which is 

necessary for the image data loaded. 
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Listing 2 Functions and Code to create the folders 
 

Listing 3 Script to move files for the training 
 

Listing 4 Script to move files for the prediction or test 

These last 2 Scripts are executed depending on it if it is training or prediction. 
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5.3 Data Processing 

Listing 5 This is the data preprocessing enclosed into the data transform for training 

 
 

Listing 6 This is the data preprocessing enclosed into the data transform for testing/ prediction 
 

5.4 Data Splitting 

Since the dataset is a benchmark dataset, it comes with pre slited and, as in the previous part. 

Respective data copied in respective folder based on the split provided by the owner of the 

dataset. 
 

5.5 Resnet50 

Using the pytoch library a ready built structure is used which can be imported using 

following script. And is modified based on the number of target class. 
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Listing 7 Script to create ResNet50 model for the super class classification 
 

Listing 8 Script to create ResNet50 model for the sub class classification 
 

5.6 VGG16 

Here again similar to the ResNet50 method, for the VGG16 porch library is used to get the 

pre bult structure along with the pretrained weights. 

 

 
5.7 Training 

Initially there are individual script for training of the models for the sub class but later a 

single code was used which had following logic in it. 
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Listing 9 Functions for performing the training of the both model 
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5.8 Prediction 

Listing 10 Training loop for the Sub class models 

Prediction are carried out by using the test folder, and using the stored models, Follwowing 

scripts shows the loading models from the stored weights. 
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Listing 11 Loop for performing the prediction of the test data. 

 

 

 
Following script are used to show the confusion matrix as well as the classification report for 

the super class as well as the sub class. 
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Listing 12 Script for creating the classification report 
 

Listing 13 Script to store the Classification report to drive 
 
 

 

Listing 14 Script for the confusion matrix 

Now following scripts were used to get the image visualization, 
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Listing 15 Script to depict the result 

 

6 Other Software’s 
Apart from those mentioned, A local jupyter notebook from the anaconda was used to modify 

the notebooks sometime. And MS Word was used for making the documentation. 


