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1 Introduction 
 

The main purpose of this manual is to provide all the steps undertaken to perform this 

research to help replicate the same in the future. It contains the steps performed to study and 

implement demand forecasting based on external factors. 

 

2 Hardware Requirements 
 

The project was performed in Windows 10 with the 64-bit operating system on Intel® 

Core(TM) i5 Processor with a RAM of 8GB and other configurations as mentioned in the 

figure below. 

 

 
Figure 1: Hardware Configuration  

 

3 Software Requirements 
 

The project was coded in Python3. And Anaconda Navigator was installed and used for this 

purpose. The Installation can be done for windows from the official website1 

 
 
1 https://docs.anaconda.com/anaconda/install/windows/ 

https://docs.anaconda.com/anaconda/install/windows/
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Upon Installation, the Anaconda Navigator looks like figure 2. One can find JupyterLab, 

Notebook, and other external applications in the navigator. For this research, Jupyter 

Notebook was used to code and maintain the results obtained. 

 

 
Figure 2: Anaconda Navigator 

 

4 Library Packages 
 

The following Libraries were used to implement different aspects of the project 

• NumPy 

• SciPy 

• MathPlotLib 

• Seaborn 

• Tensorflow 

• Pandas  

• Keras 

• Sklearn 

 

Figure 3: Libraries used 
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5 Dataset Description 
 

The data, Corporación Favorita2 used was obtained from Kaggle. It contains sales and 

transaction information of grocery items. The supermarket chain is located in Ecuador and 

has multiple branches throughout the country. The data is distributed into 7 files: Train, Test, 

Transactions, Stores, Holidays, Oil price, and Items. 

• Train and Test: Contains around 5 GB of sales data every day for 4 years starting 

from 2013 for a variety of products across multiple stores 

• Items: Contains description of items sold by the supermarket. The items are described 

using Item id, family, whether it is perishable or not, and class 

• Store: Contains store details including store number, city, state, locale, and type of 

the store and cluster to which the store belongs 

• Holiday events: Contains holidays between 2013 and 2017, and whether the holiday 

was transferred from the original day. 

• Oil Prices: Contains daily oil prices because Ecuador is an oil-dependent country 

• Transactions: Contains the ay level transaction details of all the stores  

 

6 Dataset Pre-processing 
 

The data pre-processing part involves multiple modules which are explained in detail below: 

 

6.1. Clustering 

Clustering was done on the transaction data and unit_ sales data. Due to system constraints, 

the data was sampled and only the data of the year 2017. 

1 Clustering using transaction data 

i. Necessary libraries are imported as mentioned in section 4 

ii. Required data were imported into the notebook using pd.read() with necessary data 

types like in figure 4.  

 

 

Figure 4: Data import 

 
 
2 https://www.kaggle.com/c/favorita-grocery-sales-forecasting/data 
 

http://www.corporacionfavorita.com/
https://www.kaggle.com/c/favorita-grocery-sales-forecasting/data
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iii. The holiday's data have specific days where the holiday was due to an event, 

transferred from another day, a bridge between two holidays, or an additional holiday. 

All these days were converted as holidays and days which were originally the holiday 

were assigned being a workday as in the figure below. 

 

Figure 5: Pre-processing holiday data 

 

iv. The date was initially converted to DateTime. Like in the above figure, the year, 

month, and day were extracted using DatetimeIndex from the date.  

v. The train data was subsampled for the year 2017. 

 

Figure 6: Locating data for the year 2017 

vi. Next, the datasets were merged using pd. merge() based on the left join 

 

Figure 7: Data Merge 

vii. Next, the data was cleaned by renaming column names, checking for null values, 

encoding categorical variables. The null values were replaced using the 



6 
 

 

dataframe.replace() function. For encoding, the Label encoder from 

sklearn.preprocessing was used. 

 

Figure 8: Handling null values and categorical values 

viii. The transaction values were scaled using np.log to distribute the values around a 

range.  

ix. Since store type is used in the clustering process, the datatype was converted as a 

categorical variable 

x. Using the isocalender() function, the date was decoded into the year, week, and day 

count for aggregation and visualization 

 

Figure 9: Extracting year, week, and day from the date 

2 Clustering using unit sales 

i. The same process as mentioned in the above section was performed for this as well. 

The only difference was that in place of transaction data, train data was used to 

perform clustering of unit sales. 

3 Grouping of Clusters and EDA on individual clusters 

i. The data was visualized to see the distribution of stores by the default clustering 

provided in the dataset, type of stores, count of stores across the states and cities. 
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Figure 10: Store distribution across the default clusters 

 

        

Figure 11: Store distribution across different store types 

              

Figure 12: Store distribution across states in Ecuador 
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Figure 13: Store distribution across cities in Ecuador 

ii. To group the clusters separately, the input from the user was obtained and only stores 

present in that cluster was read from train data 

iii. The date column was converted to DateTime and the data for the year 2017 was 

extracted 

iv. The data were merged using left join. 

v. The weather data was not available in the dataset and was downloaded for each city in 

Ecuador separately for the year 2017 from Meteostat3 

vi. Merging weather data was a challenge since it involved multiple cities. So, this was 

performed using a regular column formation as in the figure below 

 

Figure 14: Merging weather data 

 
 
3 https://meteostat.net/en/ 
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vii. Once all the merging process was done, the same data cleaning process as mentioned in 

the above section was performed.  

viii. Based on the cluster number, the pre-processed data was saved for future use. 

7 Modeling 

7.1. Clustering on transaction data 

i. Different aggregation values were computed based on different combinations of 

features using the group_by function 

 

Figure 15: Aggregation of transaction data 

ii. Dendrograms were constructed for each aggregated value and were visualized. Out of 

all the four dendrograms, the aggregation based on day type for each store on 

normalized transaction values seemed to be more clear and the clustering was done 

based on this. The visual representation of each cluster is given in the Annex. 

 

Figure 16: Creating clusters 

7.2. Clustering based on unit sales 

i. Two types of aggregation were performed. The first one was based on the store 

number for every item with unit sales. The second one was based on store number, 

item number, and day of the week for unit sales. For both cases, only the mean value 

was used. 

 

Figure 17: Aggregation based on unit sales 



10 
 

 

ii. Since the results contained infinite and null values, they had to be handled. 

iii. The aggregation based on store and item number was considered by analyzing the 

results from the dendrogram. It seemed more clear and there was more separation 

between the connecting tree lines. All the visualizations are provided in the Annex. 

7.3. Random Forest for cluster 3 

i. The random forest regressor was initialized with the below parameters 

 

Figure 18: Random Forest regressor 

7.4. XGBoost for cluster 3 

i. The XGBoost model was run for 20 rounds with the following set of parameters.  

    

Figure 19: XGBoost regressor 

ii. The results were visualized using SHAP.  

 

Figure 20: SHAP plot for each row 

iii. The overall SHAP visualization is provided in the Annex. 
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7.5. Univariate LSTM & RF for cluster 3 

i. Firstly, the data were scaled using Standard Scaler 

 

    Figure 21: Scaling data using Standard Scaler 

ii. The unit sales data and date from cluster 3 data was converted into time-series data 

and reshaped to be processed by the LSTM 

 

 

Figure 22: Creating time series data for LSTM 

iii. LSTM network has the LSTM layer with 16 neurons and consecutive dense and 

dropout of 0.2. The output layer consists of one neuron. 

 

 

Figure 23: LSTM network 

iv. The predicted values were changed back to the original by retracing the lookback 
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Figure 24: Retracing to original data 

v. The predicted values were passed to a dataframe and the residuals were calculated by 

subtracting the original target from the predicted value. 

 

Figure 25: Calculating residuals 

vi. The Random forest model was regressed with the residual value from the previous 

step 

 

Figure 26: Random forest 

vii.  The results from the random forest were added to the prediction made from the 

LSTM network 

 

 

Figure 27: Calculating the final prediction 

viii. The same process was repeated for cluster 5 
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Annex 

i. Results of Clustering using transaction data 
 

 

Figure 28a: Transaction data: Cluster 0 
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Figure 29: Transaction data: Cluster 1 and Cluster 2 
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Figure 30: Transaction data: Cluster 3 and Cluster 4 
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Figure 31: Transaction data: Cluster 5 

ii. Results of Clustering using unit_sales 
 

 
Figure 32: Unit_sales data: Cluster 0  
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Figure 33: Unit_sales data: Cluster 1  

 

Figure 34: Unit_sales data: Cluster 2 



18 
 

 

 

Figure 35: Unit_sales data: Cluster 3 

 

Figure 36: Unit_sales data: Cluster 4 
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Figure 37: Unit_sales data: Cluster 5 

iii. SHAP results for Cluster 3 and Cluster 5 
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Figure 38: SHAP force plot for Cluster 3 and Cluster 5 


