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1 Introduction

When any research project is developed, the researcher has the hands-on necessary steps
followed, but it is important that the end user must get information about all these steps when
the research work will get reproduced. This manual outlines the steps and practices that must
be followed by every researcher before the scripts created for the current research are
performed. This will allow the researchers to run the code without experiencing any difficulty
and errors. Additionally, it contains all the specifications of the hardware and software used
to carry out the research. This manual will be a guide to the new researchers and will help
them to reproduce the research work.

2  System Specification

In this section, hardware and software that had been used to perform the research will be
discussed. Along with that necessary packages and libraries used will be showcased.

2.1 Hardware requirements

Initially, the research work has been carried out using a Jupyter notebook but the time
taken for execution was extremely huge. Also, many times the Jupyter notebook got crashed.
Hence, to resolve this Google colab Pro has been used which provided a more robust
hardware platform. The hardware used before and after has been discussed in Table 1.

Table 1. Hardware Requirements

The dataset used in this research has 50,000 records and hence it became difficult to carry out
the work in the Jupyter notebook. The advantage of Google colab is it loads data from
Google Drive and hence it can able to fetch data within seconds. It is always recommended
that the hardware specifications must be higher to lower the execution time.



2.2 Software requirements

The entire research has been performed using Google colab pro which is a web-based
integrated development environment (IDE). Python has been used as a programming
language. All the necessary steps carried out during the installation have been elaborated in
the following section.

3 Installation and Downloads

e Python

& puthon’ .

About Downloads Documentation Community Success Stories News Events

Download the latest version for Windows m \

Download Python 3.10.6

Looking for Python with a different 0S? Python for Windows,
Linux/UNIX, macOS, Other

Want to help test development versions of Python? Prereleases,

Docker images

Looking for Python 2.72 See below for specific releases

Figure 1. Web page for Python download

For this research project, Python has been chosen as a programming language, since by
default it comes up with numerous packages and libraries. It supports the Keras and
TensorFlow repositories and hence the deep learning algorithms can be used and various
models can be implemented. Figure 1. represents the Python web page, by referring to which
python repository* can be accessed. The installation guide has already been provided on the
website and it supports windows, mac as well as Linux OS.

e Google Colab

The Google colab Pro has been used as a Web Integrated Development Environment
(IDE). Initially, Jupyter notebook has been used for implementation but it failed to handle
this much amount of data. The Google colab Pro? is having wide advantages such as, it
provides additional RAM and GPU which is very important for data processing. Also all the
colab files get save on Google drive hence it already has cloud storage. All the required
instructions will be provided on Google colab login page and user can easily able to navigate
and access the content. The Figure 2 represents Google Colaboratory login window.

1 https://www.python.org/downloads/
2 https://colab.research.google.com/notebooks/basic_features overview.ipynb
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Figure 2. The Google Colaboratory login window

« TensorFlow Hub
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Figure 3. The TensorFlow hub login page

The TensorFlow hub is a repository of various packages and libraries required to build the
various models in deep learning. In this research, various packages and libraries have been
loaded from TensorFlow?. For transformer-based models the pre-processor and encoder are
mandatory and it has taken in the research from TensorFlow Hub. The Figure 3 represents the
sign in page of Tenserflow hub.

e Data Source

3 https://www.tensorflow.org/install
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The data source used in this dataset has been taken from the Public repository
Kaggle*. Since the dataset was available publically there were no ethical concerns. The
dataset was having 2 features reviews & sentiments. The dataset was first downloaded from
Kaggle and after that, it has been saved to google drive and accessed since it allows faster
access and easy processing of data. Figure 4 shows the welcome page of Kaggle. From here
various datasets can be accessed.

Datasets Code Discussions Courses  ees Q  seac SignIn

Predict Malicious Websites: XGBoost dd datase n Commit I«

Start with more than
a blinking cursor

Register with Email

Figure 4. The Kaggle repository

4 Project Development

In this section, only important steps which are necessary to carry out have been explained. By
referring to these steps reader will get a basic understanding of necessary packages &
libraries as well.

e Importing the necessary libraries & Packages

~t tensorflow as tf
t tensorflow hub as hub
~t tensorflow

T
t
T .pyplot as plt
t plotly.express as px
~t nltk
rt re
rt string
nltk.corp
nltk.download(
nltk.download(
from nltk.toker word_tokenize
from nltk.stem im WordhetLemmatizer

stop_words = stopwords.words()
nltk.download(

nltk.download(

from tensorflow.keras.layers import Embedding
tensorflow.keras.preprocessing.sequence import pad sequences
tensorflow.keras.models T Sequential

from tensorflow.keras.preprocessing.text import one_hot

Figure 5. Importing Packages & Libraries

4 https://www.kaggle.com/
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From Figure 5 it can be seen that various packages & libraries have been imported.
All this packages are required for NLP tasks. Apart from that for modelling various
layers can be imported from Tenserflow.

Mounting the Google drive: Figure 6 illustrates how to mount google drive. Here
path can be changed depending on the requirements. Once google drive will be
mounted all the files from the drive can be accessed easily and also we can store the
files back to drive.

Mounting Google drive to fetch the dataset

from google.colab im drive

drive.mount("/ )

Mounted at /fcontent/drive

Figure 6. Mounting Google Drive

Stop words removal
In every NLP task pre-processing is having very huge importance. If stop words are

present in the dataset then it will hinder the models performance since the model will
focus more on unimportant words. Figure 7 will illustrate the process of Stopwords
removal.

Removing Stopwords from the text

- df_final[ "text

'] = df_final[ 'text'].apply( x: *.join([word for word in x.split() if word not in (stop_u

Figure 7. Stop words removal
Downloading the Pre-processor & encoder from TensorFlow Hub

For Transformer based models the pre-processor & encoder has been required. It can

be fetched from the TensorFlow hub and can store in a variable to access later on in the
model building. Figure 8. lllustrates the process of downloading the pre-processor &
encoder from TensorFlow.

Downloading the Pre-Trained Universal Sentence Encoder from Tenserflow

url="https://tthub.dev/g
embed=hub.KerasLayer(url)

Downloading Pre-trained BERT model and creating the object of the same

bert_preprocess = hub.KerasLayer
bert_encoder = hub.KerasLay

Figure 8. Downloading the Pre-processor & Encoder




e Use case of Early stopping Mechanism

The early stopping has been used in this research to prevent the model from getting
overfit. The early stopping will be triggered when the accuracy won’t improve by 0.01
value after 3 epochs. The best model will automatically save to google drive at the given
path and can easily access and load. Figure 9 illustrates the various parameters used for

early stopping.

from tensorflow.keras.callbacks import ModelCheckpoint, EarlyStopping

= EarlyStopping(monitor = ‘val_accuracy’,min_delta = @.81, patience = 3, verbose = 1)

€ = ModelCheckpoint(filepath 28", monitor =
patience =

cb = [es,mc]

Figure 9. Early stopping mechanism

e Loading the Generated model from the drive

Loading the generated model from google drive to perform the evaluation on test data set

[ 1 from keras.models import load_model

",min_delta = ©.01,

model final=tf.keras.models.load_model(('/content/drive/MyDrive/best BERT _model.h28'},custom_objects={ 'KerasLayer':hub.KerasLayer})

Figure 10. Accessing the generated model

Figure 10 shows how to load & access the generated model from the drive. With the help
of the Keras model can be fetched and accessed. Once it is accessible we can pass the

testing data to check the predictions.



