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Configuration Manual : Detection Healthcare Frauds 
in Insurance Industry by Healthcare Service Providers 

Vinay Reddy Pannala 

X20138261 

 

The health care frauds have been committed by the customers which are intentional, 
the lot of researches have been done in identifying the fraud claims done by the patients 
in health care industry and in the field of auto insurance claims, but there are few studies 
conducted on the healthcare service providers which mainly involves the hospital groups, 
physicians and peers, who comes together to involve in this kind of fraud. Thus, this 
project will try to identify the potential fraud claims which help the organization in 
terms of loss of revenue using machine learning the objectives begin with the literature 
review in the field of,fraud claims in insurance industry, the second objective was to 
collect the data set, which was collected from the Kaggle which is publicly available. The 
next objective begins with the cleaning of data set, such as handling missing values, nan 
values and identifying the important factors from the data set to make it ready for the 
model implementation. The final objective was to implementation of various classification 
models with the cleaned data set and evaluation. 

 

1 System Configuration and Data Exploration 

The data analysis phases the relation between the features were evaluated to find out the 
best suitable features from all the data sets which helped the models to perform the better 
and some of the graphs were discussed below. The analysis also includes the categorical 
variables conversion from categorical to numeric so that smooth implementation of the 
models takes place. 

• Objective 1:Extracted data set from kaggle 1 , which is available as open source 
publicly. 

• Objective 2: Imported the data to the jupyter for futher analysis. 

• Objective 3: Data pre processing and handling missing values. 

• Objective 4: Data exploration. 

• Objective 5: Machine learning Model implementation 

• Objective 6: Neural network model implementation 

These are the important libraries which were imported to execute the the required 
data analysis and the feature importance for executing the model implementation. 

1https://www.kaggle.com/rohitrox/healthcare-provider-fraud-detection-analysis 

http://www.kaggle.com/rohitrox/healthcare-provider-fraud-detection-analysis
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Figure 1: system configuration 
 
 
 
 
 
 
 

 

Figure 2: Required Libraries 
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2 Data set Structure 

From the figure 3, The data set structure was identified, for each of the train data set 
and outpatient data set, inpatient data set, beneficiary data set. 

 

 
Figure 3: Dataset Structure 

 
 

From the figure 4, The data set were merged to get the better results, the patients 
data set merged with the fraudulent providers details with provider as the joining key for 
inner join. 

 

 

Figure 4: Merging using inner join 
 
 

From the figure 5,some feature in the data set were modified such that the categorical 
variables were converted into numeric for the execution of the models without interrup- 
tion, the some features were used dummies for execution of models. these conversions 
helped the models in prediction of healthcare fraud in insurance industry. 

 

 

Figure 5: Categorical and dummies for categorical conversion 
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3 Feature Analysis 

From the figure 6,it is observed that the maximum number of claims are from the state 
number 5, which were converted to numeric while implementing the machine learning 
models.    This analysis can further help the research model,   by identifying the states 
in which most umber of claims are being filed and can focus further more on them can 
identify the fraud claims. Some of the machine learning models can not allow the variables 
names in string format, hence the state names were converted to the numeric values such 
that the models can execute without interruption. 

 

 

Figure 6: Data Analysis 
 
 

 

4 Claim Procedures Diagnosis 

From the figure 7, it is observed that the top ten procedures provided in healthcare 
fraud, the potential frauds number is high for the particular procedure and less for the 
particular procedure , these can help significantly in finding the frauds when claiming 
frequently for the same procedure and which has been costlier procedure, which can cost 
the organization and can cause huge loss , which can be minimised by the adoption these 
machine learning algorithms to help mitigate the risk and help grow the profits for the 
organization. 

 
5 Count of fraud claims 

From the figure 8, after the both the train and test data analysed together to find the 
potential fraud distribution in aggregated claim transitional data was described such as 
fraud claims were almost more than half of the non-frauds claims. The count of the non-
fraud claims are around the 350000 then fraud claims were about 200000. 
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Figure 7: Data Analysis 
 
 
 
 
 
 
 
 

 

Figure 8: Potential fraud claims 
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Figure 9: Logistic Regression 
 
 

6 Model Implementation and Evaluation 

From the figure 9,As the research topic was on classification problem, the logistic re- 
gression model was one of the efficient model in identifying the classification problems, 
The data set was divided into the train and test data set and then the model was im- 
plemented with the proper data modelling and important features were finalised before 
implementing the model.The result of the model were discussed, the train and test data 
was evaluated by using the confusion matrix and the model was successful in identifying 
the frauds claims about91% in both train and test data 

The research problem was to identify the frauds in healthcare sector, as it is the 
classification problem several classification models were implemented, the most used ma- 

chine learning model random forest for both classification problems was applied and the 
result was evaluated by confusion matrix and accuracy. The accuracy of the model was 
around88% for both the train and test data set, which was less than the logistic model. 

At the end the models were implemented together to find out the best performing 
model for both the data sets and the logistic regression model was outperformed all the 

models. The results were discussed below. The ADA boost algorithm was significant 
in predicting the classification binary problem such as fraud or not, and it was the first 
real time boosting machine models which is helpful in all the fields. For ADA boosting 
algorithm the f1 score was around 53%. The decision tree classifier algorithm was efficient 
in identifying the classification model, where it contains binary tree and non-binary tree 
node structures, the decision starts from the root node which helped to achieve the 
goal,for the decision tree classifier the f1 score was around 43%. 

From the neural network models the auto encoder model was implemented with the 
different ephocs in multiple implementations, the result was improved with the variation 
of ephocs count, the auto encoders model was implemented to verify the performance of 
neural network models compared to machine learning models, and model outperformed 
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Figure 10: Random Forest 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 11: Models Implemented 
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over all the machine learning models with the good accuracy in predicting the frauds 
claims. With 2 different hidden layers the model outperformed. The results were dis- 
cussed below.The auto encoders model helped the insurance industries in identifying the 
fraud claims with good accuracy by analysing the outpatient, inpatient and beneficiaries 
data in right manner, this machine learning models which can help the insurance or- 
ganization reduce the fraud claim risks by pre identifying the fraud, this research was 
identified the major threats the insurance organizations were facing. 

 

 

Figure 12: Auto Encoders 
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