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1 Introduction 
 

The configuration manual provides information that supports the implementation of this 

research project. This includes comprehensive information on software tools used on step by 

step ‘Classification of Sickle Cell Disease’ using Generative Adversarial Networks (GAN) to 

synthesize additional images and implementation of seven deep learning models. From 

equipment and environment set up to downloading the dataset, mounting the drive, installing, 

and importing the required libraries to reading the data into Google Colaboratory (Google 

Colab). It shows the execution of the project to arrive at the produced results. 

 

It is divided into sections as follows: Section one shows the setting up of the environment, 

while section two shows the loading of the required libraries. Section three is the overview of 

the dataset, while section four shows the loading of the data into Google Colab from Google 

drive where the data is stored and exploratory data analysis, augmentation and synthesizing 

of additional images using GAN (Generative Adversarial Network) Then section five shows 

the implementation of the different models. 

 

2 Hardware Details 
 

A Python 3.8 environment programming language in Google Colab, using Intel(R) Core 

(TM) i7-1065G7 CPU @ 1.30GHz 1.50 GHz windows laptop 

The hardware specifications used in this research are listed below.in subsection 2.1 

2.1 Device Specification 

❖ Device name LAPTOP-F6DVNM05 

❖ Processor Intel(R) Core (TM) i7-1065G7 CPU @ 1.30GHz   1.50 GHz 

❖ Installed RAM 16.0 GB (15.8 GB usable) 

❖ Device ID B4FC212C-5AB0-4E4C-BCF7-F22FC2E85CFD 

❖ Product ID 00325-96694-08330-AAOEM 

❖ System type 64-bit operating system, x64-based processor 

❖ Pen and touch Touch support with 10 touch points. 

2.2 Windows Specifications 

❖ Edition Windows 11 Home 

❖ Version 21H2 

❖ Installed on 19/05/2022 

❖ OS build 22000.795 

❖ Experience Windows Feature Experience Pack 1000.22000.795.0 
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2.3 Software Specification 

 

❖ Google Colaboratory Pro – Upgrading from the standard Colab to Colab Pro by 

purchasing a monthly subscription from Google Colab to increase the memory size if 

not the system continues to crash. 

❖ Jupyter Notebook 

2.4 Programming Requisites 

 

❖ Python (Version 3.8) 

❖ TensorFlow (Version 2 8 2) 

❖ Google Colab has most of the requirements preinstalled, but some uninstalled 

required libraries can be installed using! pip install (required library name) 

 

3 Required Libraries 
 

The following required libraries used in the implementation of this research project are listed 

below: 

 

 



3 
 

 

 
 

4 Dataset 
 

The dataset used in this research project is the erythrocytesIDB1. This dataset is a privately 

owned dataset and only released on request from the following website 

http://erythrocytesidb.uib.es/  by emailing a filled form and agreeing to the terms and conditions 

of the data owner. The dataset was first downloaded from the provided link by the owner 

through email from the cloud and saved to google drive. The dataset has a total 196 full size 

images and 626 individual images in 3 classes in jpg format. The notebook is compatible as 

files and folders can be uploaded to the Colab using the file drop down menu and select 

upload and then select the file or folder upload option which opens a browser to select where 

you want to upload the files from. If the data is saved in google drive, then the drive should 

be mounted in google Colab to load the data.  

 

5 Loading The Data 
 

The data was unzipped using zip extractor and saved in the google drive. The files and 

folders can be uploaded to the Colab using the file drop down menu and select upload and 

then select the file or folder upload option which opens a browser to select where you want to 

upload the files from. If the data is saved in google drive, then the drive should be mounted in 

google Colab to load the data as shown below. Also go to runtime on the ribbon bar and 

change runtime from None to GPU, and below it, change the Standard to High RAM. 

http://erythrocytesidb.uib.es/
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The image folder was first read into Google Colab by first mounting the google drive on the 

Colab environment. The first time you use the Colab to mount the drive, you will be directed 

to a URL in a browser to get the authorization code which is copied and pasted in Colab 

before the drive is mounted.  

  
Enter your authorization code: 

·········· 

Mounted at /content/gdrive 

 

 
 

The version of the TensorFlow that was used for running the code is shown below. 

 
 
 

 

6 Exploratory Data Analysis 
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The first thing is to load all the necessary libraries for exploring the dataset and visualizing 

some of the images in each class. The dataset is processed, and the models were used in 

classifying the images first. 
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Bar plot of the classes 

 

 
Sample image of each class. 

 

7 Traditional Data Augmentation 
 

The required libraries were loaded and the erythrocytes dataset folder which comprised of 

the original images were used for generating more images through traditional data 

augmentation. Each image was augmented 7 times using rotation, vertical and horizontal 

flips, zoom range, shear range, width, and height shift. The generated images were saved in a 

folder named erythrocytes2 which already contains the original images.  A copy of the 

original folder named erythrocytes3 was made. The reason behind making a copy of this 

folder is because 2000 GAN generated images of each class are added to the erythrocytes3 

folder. 
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Generating the elongated class 

 
 
The augmented other class 

 
 

8 Implementation of Generative Adversarial Network 

(GAN) for Image Synthesis.  

 
The dataset used for reading the images is from the erythrocytes2 folder (which consists of 

the original images and traditional augmented images). 2000 generated images of each class 

are saved in erythrocytes3 folder.  
 

Each class takes between 20 to 30 minutes to train and generate the images. 
 

Importing the required libraries 
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2000 images were generated for the ‘circular’ class and saved in the ‘circular’ folder within 

the erythrocytes3 and another 2000 images were saved in GanImages1 folder for evaluation 

of the GAN generated images. 
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8.1 Evaluating The GAN Generated Images and the Augmented Images  
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9 Implementing The Classification Models 
 

The six deep learning models were used in the modelling of each of the three image datasets 

(erythrocytes, erythrocytes2 and erythrocytes3). The images were processed by resizing to 

the input shape of each model and then converted to numpy array and normalized to between 

0 and 1 for all the models. Each model was fine-tuned based on the specification design, and 

was implemented using Keras API function, TensorFlow and Python 
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9.1 Modelling The Original Images 

Each model takes between 2 to 4 minutes to run 
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9.1.1 Modelling Traditional Augmented Images 

 

Each model takes between 2 to 6 minutes to run 
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9.1.2 GAN Generated Images/Original Images 

Each model took between 4mins to 6mins to run. 

Result of Modelling GAN Generated Images/Original Images Dataset 
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