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Relation Extraction using Using Natural Language
Processing and Deep Learning Techniques

Bryan O’Donohoe
X20212828

Abstract

This research study aims to address the issue of relation extraction. The area of rela-
tion extraction has various use cases such as question and answering systems, fact checking
and the conversion of semi-structured and unstructured text into knowledge bases. There
is now more information than ever before available online, and with this comes additional
need for machines to translate this data into easily searchable databases. This study de-
scribes the approach taken in the end-to-end deployment of a model in which the end user
can extract a relation between two named entities on an AWS hosted server. The dataset
used to develop this system is taken from the Wikipedia website and contains labelled text
for two named entities. The key findings in this report are that a bidirectional encoder
representations from transformers model is the optimal solution when trying to extract re-
lations between two named entities from a body of text. There is scope for further research
with the development of a hybrid generative and discriminative model, as well as a more
optimal deployment of the final application.

1 Introduction
With the advancement of artificial intelligence, machines are ever improving in interpreting
the world and converting data points into information in the same way humans do. One area
where a human can out perform a machine is in the area of fact extraction. The human ability
to infer information about an entity from the full context of text as opposed to just a specific
sentence is where machines are at a disadvantage. As it is not possible to know all of the
possible types of facts that could be extracted text without a large set of possible combinations,
this presents a multi-label classification problem for the machine where the full sample set of
possible relations is unknown. The challenge is to generate possible relations based on the
context of the sentence of paragraph by either directly extracting the relation from the body of
text or else deriving it using a synonym.

1.1 Motivation and Project Background
With more text information than ever before online, there is an ever increasing corpus in which
data mining and machine learning models for fact extraction can be trained and tested. To
date, many of the solutions proposed have utilised a dependency tree method in which the the
grammatical and structural properties of a sentence is analysed to identify related words and
describe the relationship between them. As with most natural language processing tasks, some
form of deep learning is used in most proposed solutions. The target variable in a task of this
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nature indicates that this is similar to multilabel classification in which this full list of known
labels is not known. This has meant that some of the more successful research studies have
utilised a combination of a generative and discriminative models to extract facts from the body
of text. This neural network design effectively infers facts for a given entity and scores them to
yield the optimum results. The ability to generate labels, extract context and ignore irrelevant
information are inherently human traits, however the gap between the performance of machines
and humans is narrowing. This study aims to identify processing, model and evaluation changes
to state of the art solutions in this research area.

1.2 Research Question
Much of the existing research utilises the Semeval 2010 dataset in which two named entities
are label in a body of text and the relation between them is extracted. The research will attempt
to build on existing efforts to answer the following 3 research questions:

• To what extent can facts about a named entity be extracted from a body of text?

• Is a convolutional neural network or a idirectional encoder representations from trans-
formers model more effective in extracting facts from a body of text?

• Can a model be used in combination with named entity recognition to extract facts from
a corpus of text?

This study will provide an in-depth analysis of the state of the art studies and propose a solution
that can be deployed in an API to extract facts from a body of text.

1.3 Research Objectives

Table 1: Objectives and techniques for objective evaluation

obj Brief Description Techniques and
Evaluation Metric

1
Literature review of recent studies in the
area of fact extraction N/A

2 Clean and pre-process the dataset N/A
3 Encode the input and target data N/A

4
Computation of models to extract factual
information from text F1-score

5 Load model on to AWS Server F1-score
6 Deploy model into API F1-score

This study is based on the wikifact dataset provided by the Google research team. This
analysis is limited as the data used is wholly obtained from Wikipedia and the writing style
may not generalise to text using an alternative style guide. The contribution of this study is
the application of a bidirectional encoder representations from transformers model to correctly
label a relation between two named entities on an Amazon Web Services hosted web server
and to analyse it’s improvement on the existing methods. This report will critically evaluate
the latest literature in this field, followed by a detailed description of the methodology used in
the implementation of the solution, the results will be presented and evaluated and finally there
will be a discussion and conclusion of the findings.
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2 Related Work
Fact and relation extraction have been areas of research for many years now, however with
the normalisation of the internet, there is now more information than ever available online in
unstructured format. This literature review looks at the main studies in the area broken down
by the motivation to carry out research in this area, the pre-processing techniques utilised and
the various modelling techniques that have been used in answering this question in the past.

2.1 Motivation for Studying Fact Extraction
This subsection outlines the main motivations for studying relation and fact extraction in the
field of Natural Language Processing as they pertain to: fact checking, search engines and
question and answering systems.

The demand to fact check claims made online has increased in recent times due to the
increased volume of information and the simplicity at which it can be shared. Thorne et al.
(2018) stated that in scientific publications, product reviews, journalism and question and an-
swering systems, that the ability to verify statements made is important moving forward. This
research states that developing a model to highlight information that is factually incorrect is
difficult. The proponents of this studied mining and developed a scalable dataset which can be
utilised to train train different components of fact extraction, which when used in tandem with
a sufficiently large knowledge database can be used to check for factual inaccuracies of either
journalistic or social media articles or posts. Most datasets developed to assist in building mod-
els for fact extraction require a large human input to label the datasets. The human input for
this and other datasets pose the problem of being time consuming and prone to human error.

With more and more use of social media, socio-political deception, fake news and online
rumours have increasingly become an area of concern (Nie, Chen and Bansal 2018). Recently,
a court case, in which Facebook were the defendant, was brought to the courts for a lack
of monitoring of false allegations about a high profile media personality to be posted on the
platform. This has highlighted the responsibility for social media platforms to take ownership
and monitor their site for potentially damaging content posted1. Jiang (2020) attempted to
create an automatic fact checking platform which could be used on social media. For this case,
has the platform been able to correctly highlight the campaign for containing factually incorrect
statements, then the lengthy legal process and subsequent costs of said trial could have been
negated.

A second area that relies heavily of the ability to extract factual information and relations
from large structured, semi-structured and unstructured sources are search engines. Open in-
formation extraction, which is a method most commonly used in search engines, relies on
heavily supervised knowledge bases (Sawant and Chakrabarti 2013). The knowledge bases in
question here mainly assume facts can be identified with verb-based phrases and consequently
will perform poorly when a noun-based sentence contains the fact or relation.

A methodology used in an attempt to improve performance for noun based relations is
proposed by Yahya et al. (2014). The study here shows a new methodology which aims to
improve performance in this area relating to nominal attributes. Distant supervision was used
in this paper with the aim to create a solution which could better generalise to as yet unseen
facts. The downfall of utilising distant supervision is the need for such a large volume dataset
to form these as yet unseen relations.

1Independent.ie 2022.
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The majority of question and answering systems analysed in this study tend to create a
list of ranked documents in which the information is contained, this is known as document
retrieval. A corpus (large database of structured text) based solution by Jijkoun, Mur and Rijke
(2004) looks to move towards information retrieval as opposed document retrieval. This study
has the correct goal in information vs document retrieval, however it utilises mainly inferential
or shallow methodologies which while not costly to use, do not provide the outputs with the
same level of accuracy as deep learning models, which will be shown below.

This sections has illustrated the uses for fact and relation extraction across the domains of
search engines, fact checking and question and answering systems, with much of the advance-
ments in the area being contributed in the last 10 years.

2.2 Pre-processing Techniques in Relation and Fact Extraction
This section analyses at the various methodologies utilised in the transformation of text before
relation extraction is carried out by various modelling techniques.

Much of the research carried out in the area of relation extraction use a dependency tree
method where the grammatical and structural makeup of a sentence is analysed in order to find
the path of linking word words in the sentence and to use this additional information to describe
the type of relation between them. As shown below in Figure 1, a basic dependency tree is
shown in which it can be seen that the presence of the black will change the meaning of the
word car if it prior to that word in the sentence.

Figure 1: Dependency tree representation of the link between two words, from Towards Data
Science, Shivanee Jaiswal 2022

A study that relies on a dependency tree method was carried out by Gamallo, Garcia and
Fernández-Lanza (2012). The study used chunking of phrases and part of speech tagging (POS)
to create supplementary features in the data transformation process. This implementation relies
upon unsupervised learning, open information extraction and was carried out across multiple
languages. While the number of languages analysed here is impressive, resources could have
been better utilised by analysing just a single language as the structure and grammatical differ-
ences that pertain to different languages could be misrepresented in the transformations carried
out during this study. Dependency tree methods that were used here can lend itself to other
issues as words that are unrelated to the named entities may introduce additional noise which
could affect the modelling process.

Various studies have attempted to tackle the problem of noise in the data through the use of
careful pruning. K. Xu et al. (2015) proposed a methodology of taking the smallest dependency
path that links the named entities in a statement. This attempts to remove redundant words from
the sentence. As Y. Xu et al. (2015) pointed out in it’s research, unless there is careful pruning
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undertaken, there is a chance that critical information from the data could be inadvertently
removed during the transformation stage.

Another option opposed to the use of dependency trees was tested by Ding (2020) in which
they proposed a transformation which was dependency free. This looks to cut down the time
taken to process. This method places emphasis on information aggregation and filtering in
the data prior to modelling. The system made an attempt at the removal of what would be
thought of as insignificant information from the sentence and therefore reducing the strings
to basic information. This analysis achieved similar performance as dependency tree models,
however it neglects to analyse the cases where the results were different from a dependency
model solution, something which is a shortcoming of the researchers. It could be suggested
that an aggregation and filtering method used in this study has masked faint elements in the text
that could be useful in identifying factual information.

This section has shown that the pre-processing techniques used in relation extraction largely
utilises some form of dependency tree methods, however there are alternative methods in the
research which could be further investigated.

2.3 Modelling Techniques in Relation and Fact Extraction
This section analyses at the various modelling techniques used in relation and fact extraction.
This section analyses the model types, schema and evaluation methods utilised in this area of
research.

Distant supervision is the most common technique used in relation extraction research.
This involves the knowledge database Freebase, a Google library, which is used as a weakly
labelled training dataset. Using this method of learning allows for yet unseen relations between
two named entities in a specific body of text, and as such will allow for better generalisation.
The model proposed by Surdeanu et al. (2012) uses this in a model for multi label relations
as they suggest that the model will learn the co-dependency of some labels that are commonly
generated together. This method unfortunately has a major downfall in that it can create unsym-
metrical links between relations, e.g. president-of implies citizen-of but not vice versa. This
problem with unsymmetrical relations was used as the starting point for research by Riedel et
al. (2013) where a universal matrix schema was designed. This proposed an alternative method
of solving the problem of substandard labelling or unlabelled data by combining the complete
input data into a single matric format. This research achieved a comparable improvement of
10% to state of the art studies using distant supervision result formulated by Surdeanu et al.
(2012) in precision. The examples analysed here all are subjected to the problem of using
poorly labeled datasets or unsupervised at all, as any method of distant supervision will give
weak positive examples, and a large amount of false negatives.

There is much debate over whether a discriminative, generative or a hybrid model should
be used in relation extraction, Ajao, Bhowmik and Zargari (2018) argued that a combined
approach of a recurrent neural and convolutional network was the optimum solution for fake
news detection on Twitter. A comprehensive survey was carried out by Islam (2020) in which
the various models utilised across five main categories; spam, false information, fake news,
rumor and disinformation. This survey notes that in the use case of fake news detection, a
hybrid model was mainly used by other researchers. This survey provides a useful starting
point for specific models, depending on the suitability of the data found by researchers as it can
allow researchers to quickly get an understanding of the model makeups for various use cases.
Neural network models are definitely the state of the art technology and most commonly used in
this and other types of NLP tasks, the black box nature of them can lend itself to unexplainable
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results and it is a cause for concern in this area as this can be a challenge when presenting
solutions to a wider business function.

Hu (2011) attempted a unique method for this problem as a prior likelihood was created
for a relation between two named entities in which it utilised Bayesian statistics. This is in
contrast to deep learning approaches in that they use an inference classifier as opposed to a
linear classifier. A good performance on multi label entity relations was achieved in this study
and as such an inference layer could be used in conjunction with deep learning models to yield
a better result than either approach as a stand alone method.

During the translation of model outputs back into human readable facts, deep learning mod-
els often struggle by creating artificial relations. Santos (2015) proposal of creating pairwise
rankings of the predicted entity relations and in the process ignoring non human readable ones
and only selecting the highest ranked relation that was also a viable one. This when used in
tandem with an inference method similar to the one outlined by Hu (2011) could produce a
simple and facts model without compromising performance in this area of research.

Goodrich (2021) proposed a model based method for the evaluation of relation extraction.
This evaluated itself against the state of the art metrics such as Recall-Oriented Understudy
for Gisting Evaluation(ROUGE) and Bilingual Evaluation Understudy (BLEU) by a manual
human comparison. Proposed methodologies are all susceptible to a substandard performance
given an alternative writing style. A proposed solution that can better generalise to as yet
unseen writing styles could be an area to analyse for future studies in this domain.

This section has shown that the modelling techniques carried out in the areas of relation and
fact extraction mainly use neural networks, however there is perhaps a possibility to explore
a hybrid of inferential models to create a more explainable final model, that ultimately can be
more widely be accepted in a business use case.

3 Methodology
This research implements the methodology of Cross-Industry Standard Process for Data Min-
ing (CRISP-DM). CRISP-DM allows the flexibility to move between the different stages, while
also providing a solid framework to follow for data mining. The 6 stages of CRISP-DM are
outlined below in Figure 2.

3.1 Problem Understanding
Fact extraction is key in turning unstructured and semi-structured data into structured inform-
ation. Being able to extract factual information about entities allows one to build a structured
database of searchable information, be it for facts or relationships between entities. As de-
scribed in the literature, there is entity linking required in order to describe which tokens in
a string of text pertain to a given entity, e.g. "the prime minister", "Boris" or "Johnson" may
all relate to "Boris Johnson" so it is important that if a relation between one of these words is
detected that this is reflected in the modelling approach.

3.2 Data Understanding
The dataset obtained from the OpenNRE research team contains 56,000 records of inputs and
targets. The dataset is comprised of sentences ranging between 5 and 46 words in length. Each
data entry is of JSON format and contains an input sentence, the location of two entities in the
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Figure 2: CRISP-DM metholody flow chart, from Data Science Process Alliance 2022

string and a label for the relationship between the pair. The label is one of 80 possible relations.
The input is detailed below in Fig. 3.

Figure 3: JSON layout of data

3.3 Data Preparation
As shown in the literature review, the data preparation is an important stage in the accurate
extraction of facts from a body of text (Gamallo, Garcia and Fernández-Lanza 2012). The
data will be cleaned, transformed and visualised using various Python libraries such as Pandas,
Numpy, NLTK and Spacy. Tensorflow and Keras will be used to build deep learning models
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as they are sufficiently sophisticated and user-friendly for this use case. The data will be data
mined using a Python notebook as this allows interaction and readily visible results.

3.4 Modelling
As with most natural language processing tasks, deep learning models will be primarily used
in the development of a solution to this problem. As the literature has shown it will require a
discriminative model to solve this problem (Islam 2020). The discriminative models likely to
prove useful are bidirectional encoder representations from transformers (BERT) and convolu-
tional neural networks (CNN).

3.5 Evaluation
The predictive performance of the chosen model will be evaluated on unseen validation data
when building the models, and the holdout test dataset once the final deployment is completed.
As this is a multilabel classification problem, the optimum model will be chosen using a com-
bination of precision, recall and F1 score, as accuracy alone cannot be used to determine the
optimum model (Goodrich 2021). Precision, recall and F1 are given by the below equations:

precision = Truepositive
Truepositive+Falsepositive

recall = Truepositive
Truepositive+Falsenegative

F1 = 2∗precision∗recall
precision+recall

3.6 Deployment
The final model is to be deployed using an Amazon Web Services EC2 (Elastic Compute)
engine. This will allow the fact extraction model to return the relation between two named
entities with a corresponding confidence level.

4 Design Specification
Figure 4 below outlines the design flow of this research study with a visual representation of
the various components.

The 7 steps in the design of this solution are:

• Data extraction - obtaining relevant data to answer the question of fact extraction

• Data cleaning - standardisation of data to remove noise

• Data pre-processing - any techniques such as tokenization, pre embedding or transform-
ations that were required to feed into the model stages

• Exploratory data analysis - analysis of the data to understand the shape, distribution and
contents of the data. This will re inform the cleaning and pre-processing required

• Model Building - building and tuning the various models to test

• Validation - testing the models on the holdout validation data set

• Deployment - deploying the final model into an AWS hosted application
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Figure 4: JSON layout of data

5 Implementation

5.1 Introduction
This section shows the research setup, pre-processing, data exploration, how the predictive
models have been implemented, evaluated and deployed, and the results of this evaluation.

5.2 Hardware and Set-up
As discussed in chapter 3.2, the data in question is given in the form of a dictionary format
within a text file. This was downloaded and loaded into a notebook for analysis. Python was
chosen as the programming language of choice. For this analysis, the OpenNRE package (Han
et al. 2019) was utilised to streamline the data manipulation and model building processes.

5.3 Data Pre-processing
As discussed in chapter 3.4, the type of neural networks evaluated for this research will be
discriminative models. As such, this means that the input entries for the dataset will need to
translate the data such that it can be read by both a discriminative model. The data contains
the labelled entities, the position within the list of tokens in the sentence where the entities are
location and the labelled relation between the two entities.

Parts of speech (POS) tags were added to the raw text in order to build up dependency
graphs (Gamallo, Garcia and Fernández-Lanza 2012). As with all natural language processing
tasks, encoding was also carried out to read the data into the models. The method used in this
research tokenizes the words into pieces of its words. This uses a greedy longest-match-first
algorithm to perform tokenization using the given vocabulary (Han et al. 2019). This means
that the input string will be returned as pieces of word tokens as shown below in Table 2
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Pre tokenization Post Tokenization

"Sean went to the beach" "Sean", "went", "to", "the", "beach"

Table 2: Pre and post tokenization

In order to analyse the n-grams in the dataset, a list of stop words was provided such that
the exploration could be carried out both including and excluding the stop words.

5.4 Data Exploration
On inspection of the data, it is not surprising to see that there is a large link between mentions
of specific key words present in the string of text and the labelled relation if this is analysed
on a one-way basis. For example, an analysis of the 630 data points in which the relation
between the two entities was labelled as a "child", figure 5 shows that occurrences of keywords
would yield quite a good result without the use of any more sophisticated modelling techniques.
Further examining of this elementary flag yields only a 0.24 correlation between a mention of
one of the key words and the "child" label which suggests that something more sophisticated
will need to be done.

Figure 5: Word count for keywords in statements in which the relation extracted was "child"

Through the use of the Displacy library within the Spacy package (Honnibal and Montani
2017), dependency graphs can be built to visualise the structural makeup of various sentences.
These graphs allow the user to see how various parts of speech tags interact with each other
and how the named entities are linked. As shown below in Figure 6, it is shown that the two
named entities, Sean and Johnathan, are linked by an auxiliary token, a noun and a preposition.
The noun being the relationship between the two named entities, with the auxiliary token and
the preposition describing the direction of the relationship.

Figure 6: Dependency graph for string representation of relationship between named entity
"Sean" and named entity "Johnathan"

A word density plot was generated for the dataset with the character distribution of the
number of characters in each sentence analysed here. This plot is outlined below in figure 7.
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As shown below the distribution is approaching a normal distribution with a mean value of 132
characters per string of text to analyse.

Figure 7: Word density plot

As with most natural language processing tasks, analysis of n-grams was carried out next.
Figure 8 below illustrates the top 1-gram in the dataset with no removals of words. It is no
surprise to see that stop words are the most common occurring in the dataset being utilised
here.
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Figure 8: Top 1-gram including stopwords

Figure 9 below illustrates the 1-gram distribution with the stop words removed from the
dataset.

Figure 9: Top 1-gram excluding stopwords

Figure 10 below illustrates the top bi-gram in the dataset with no removals of words. It is
again no surprise to see that stop words are the most common occurring in the dataset being
utilised here, with "united states" being the outlier here.
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Figure 10: Top bi-grams including stopwords

Figure 11 below illustrates the bi-gram distribution with the stop words removed from the
dataset. It is shown here that two locations are the top two occurences in the dataset which may
mean a potential overfitting on location facts in the modelling process which is something that
may need to be checked during the validation stage.

Figure 11: Top bi-grams excluding stopwords

As with the word density, one way analysis and the n-gram plots, this information provides
additional granularity which can be used in the validation process to check if there is an under
or over fitting on certain characteristics that may be unique to this dataset as ultimately the goal
is to provide a generalised useful model.
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5.5 Implementation, Results and Evaluation of Benchmark Model
This section outlines the implementation, evaluation and results of the benchmark model used
in this study.

5.5.1 Implementation

In order to get a baseline to compare and contrast the experiments, a baseline model was util-
ised to obtain values for precision, recall and F1 score. As part of the OpenNRE package, a
pretrained model was provided with the package. This model was loaded into a notebook and
applied to the validation holdout set. The predicted values were downloaded into an excel file
where pivots were generated for the different labels and metrics.

5.5.2 Results

The results of the benchmark model are outlined in the following section. Figures 12 and
13 shown below illustrate the top and bottom 10 performing categories in the results of the
benchmark model in which the overall F1 score was 0.74.

Figure 12: Top 10 performing F1
scores on benchmark model

Figure 13: Bottom 10 performing F1
scores on benchmark model

5.5.3 Evaluation

As detailed in the previous section the overall micro-F1 score for the benchmark model is 0.74.
It can be seen in figure 12 that a perfect score was obtained on the "heritage description" label,
however there are some poor performing labels with 8 labels achieving a score below 0.5 as
shown in figure 13.

5.6 Implementation, Results and Evaluation of CNN Model
This section outlines the implementation, evaluation and results of the CNN model used in this
study.

5.6.1 Implementation

As outlined in the methodology, a CNN model is one of the more common models used in deep
learning as it is less resource consuming to implement. The model utilised in this experiment
contained the following configuration as outlined below in Table 4
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Parameters Values

Encoder word2vec
Padding 1

Kernel Size 3
Dropout 0.5

Hidden layer size 230
Max length size 128

Word embedding size 50
Layers 1D convolutional pool and max pooling

Table 3: CNN setup configuration

5.6.2 Results

The results of the CNN model are outlined in the following section. Figures 14 and 15 shown
below illustrate the top and bottom 10 performing categories in the results of the CNN model
in which the overall F1 score was 0.69.

Figure 14: Top 10 performing F1
scores on CNN model

Figure 15: Bottom 10 performing F1
scores on CNN model

5.6.3 Evaluation

As detailed in figure 14, there are a number of quite high scoring categories with the CNN
model. There are however 16 labels of the 58 that contain an F1 score of less than 0.5.

5.7 Implementation, Results and Evaluation of BERT Model
This section outlines the implementation, evaluation and results of the BERT model used in
this study.

5.7.1 Implementation

As outlined in the methodology, a BERT model is more likely to achieve optimal results for
this task at the cost of a more resource demanding model building process. The model utilised
in this experiment contained the following configuration as outlined below in Table 4
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Parameters Values

Learning rate 0.2
Max epochs 3

Padding 1
Kernel Size 3

Dropout 0.5
Hidden layer size 768
Max length size 128

Word embedding size 50

Table 4: CNN setup configuration

5.7.2 Results

The results of the BERT model are outlined in the following section. Figures 16 and 17 shown
below illustrate the top and bottom 10 performing categories in the results of the BERT model
in which the overall F1 score was 0.86.

Figure 16: Top 10 performing F1
scores on BERT model

Figure 17: Bottom 10 performing F1
scores on BERT model

5.7.3 Evaluation

As show in figure 16, the BERT model yielded some perfect F1 scores of 1 in 4 of the 58
potential categories. In contrast to the benchmark and CNN models, figure 17, not a single
category yielded a score below 0.5.

6 Deployment
The deployment of the model into a web based user interface utilised the Streamlit package and
an AWS EC2 engine which is outlined in this section.

The EC2 engine used to host the application remotely is outlined below in Table 5:
The application was coded using the streamlit package in which a .py script was created

using various streamlit functions in the UI which accept arguments, print warnings and print
the response of the model when called upon.

The final application is shown below in figure 18. The application returns the predicted
relation between the two named entities entered by the user with the confidence level returned
as a percentage.

16



Configuration Name Setting selected

Answer private resource DNS name IPv4
Instance type t2.micro

Platform Ubuntu
Platform details Linux

Memory 16GB

Table 5: AWS configuration settings

Figure 18: Final app deployed

7 Discussion
As shown in figures 12, 13, 14, 15, 16, 17 above, there is some commonality between the top
performers in the various models as expected which shows that some of the classes are easily
identifiable. Heritage designation, position played on a team and nominated for all have high
yielding scores across the models which as even to the human eye they are unique relationships
in their own right. Similarly, the models struggled to identify some of similar relations such as
father, sibling, spouse and child. These relationships would have similar characteristics in the
structure of a sentence with mentions of familial ties being common across all 4 of the labels.

As the literature has shown and backed up by this study, a bidirectional model will perform
very well in a natural language task. This is owed to the the bidirectional makeup of the English
language where words in a sentence can effect previous and future words to come. This creates
a deeper sense of the structure of the sentence for the model and aims to mimic the contextual
reading of a sentence that comes naturally to humans.

8 Conclusions and Future Work
In conclusion, one can say that a bidirectional encoder representations from transformers (BERT)
model is at the forefront when it comes to correctly labelling the relationship between two en-
tities in a given string of text. The difference between the convolutional (CNN) model and
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the BERT model was substantial with a difference of 0.1 in the micro-F1 score. There was a
trade off between the CNN and the BERT models in that the BERT model took 1.5 hours to fit
whereas the CNN model could be fitted in less than 15 minutes. This meant that optimization
of the BERT parameters could not be carried out to a satisfactory standard as there was such
a large time cost involved in each iteration of the model. It can be said that if a user would
prefer a faster model building process that they could utilise a CNN model however a poorer
performance would be yielded.

The research objectives of this study were handled as below:

• Literature review - The most relevant literature in the past 10 years was critically evalu-
ated in section 2

• Clean and pre-process data - standardisation of data to remove noise was carried out prior
to implementation

• Encode variables - Stages were carried out prior to the model building stage

• Model building - Both the CNN and BERT models were build and had their scores com-
pared to the benchmark model

• Load model to AWS - Model loaded into an AWS hosted EC2 engine

• Deploy into application - A streamlit app was deployed for access remotely

While this research was efficient in the supervised learning task, the relation was not one of
the 58 labels that was contained in the training dataset, the model would incorrectly select the
nearest relation. In order to achieve the optimal generalisation for fact relation extraction, the
model would need to be a hybrid model in which it is both generative (to generate the unseen
labels) and discriminative (to score the labels on the probability)

The application in which the model was deployed in also contained performance issues. It
can take up to 30 seconds for the application to calculate the relation between the two named
entities entered by the user which if this was to be utilised to generate a knowledge base from
unstructured data would lead to a large time cost.

8.1 Future Work
Future analysis in this area should look to create a hybrid discriminative and generative model
which will lead to better generalisations on as yet unseen data. More thorough optimization of
the parameters could also lead to a higher F1-score for the BERT model. A more optimized
method of calling the model in the application could lead to a better performance for the final
application.
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