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1 Introduction

The goal of this documentation is to outline the configuration set up to be followed in
the implementation process of research project. We have described the software and
hardware prerequisites for re-creating project. It also outlines the coding process and
procedure to be followed to execute the code.

2 Scraper Setup

We have used Eclipse integrated development environment to code the automation script
using Java Selenium.Following tools, programing language and libraries are used for im-
plementation of scraper:

e JavaSE 1.8v is used for the implementation of the code

e Selenium library - v3.141.59 is used for automating the web page

e Jsoup library - v1.14.3 is used for parsing the html files

e Eclipse IDE - Photon version tool is used for development activities.

Snapshot of the scraper implementation is shown in the Figure [1] To scrape the match
commentary, we must execute the project’s Scraper.java class, and for reports (news
articles), we must execute the Reports.java method.

3 Anaconda Setup

For data processing and model development following tools, programming language and
libraries are used.

e Anaconda navigator of version 2.0.3 for web based interactive computing Jupyter
Notebook - v6.4.0(Figure [2)) to implement.

e Python version 3.8.5 was installed on Anaconda Navigator.
e Libraries required for data processing code are pandas, numpy, nltk, os, re

e Libraries required for executing the BART model are pandas, numpy, simpletrans-
formers, rouge, matplotlib.
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Figure 1: Scraper Implementation

e Libraries required for executing the Thbase model are pandas, numpy,rouge, pyt-
orch, sentencepiece, transformers, CUDA, tqdm, torch.

e For Named Entity Recognizeer, satndford NER jars 4.2.0v is used. To run NamedEn-
tity_MaskingPlayers, NER jars needs to installed path of the jars needs to be up-
dated.

4 System Configuration

For implementing the pre-trained models, we leveraged ’Google Colab’(Figure E[) of
Google cloud platform. GPU runtime environment was set to execute and train the
models as GPU can process numerous computations parallelly. We have used google
colab GPU computational power for running executing computational intensive activ-
ities. Another advantage of utilising Google Colab is that it gives a simple method to
connect to a drive where data may be saved. Local system configuration is shown in the
Figure [4

Steps to follow to connect to GPU: Runtime - Change runtime type - select GPU
under hardware accelerator

5 Libraries Used

Liraries and Modules used of the data Processing shown in the Figure [f] Commentary
data processing code can be found with name commentary_processing.ipynb and Reports
cleaning code is in Report_Processing.ipynb. We can find the Named recognization code
in NamedEntity_MaskingPlayers.ipynb. Also, libraries used in the building BART and
Thbase are shown in Figure [7] and Figure [f] respectively.
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Figure 4: Local Machine Configuration

import pandas as pd

import numpy as np

import nltk

import re

nltk.download( ' stopwards')
nltk.download('punkt')

import os.path

from nltk.tag import StanfordNERTagger
from nltk.tokenize import word_tokenize

executed in 473ms, finished 19:06:06 2021-12-14

Figure 5: Libraries and modules used for Data Processing

Figure 6: Libraries and modules used for THBase
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Figure 7: Libraries and modules used for BART

6 Models Parameters

This section provides information about the parameters defined and values assigned for
them in building model. Figure [7] illustrates the BART model parameters and Fig-
ure [7] illustrates TH base model parameters. BART model implementation is given in
BART.ipynb and T5 model implementation is in T5.ipynb.

model ar Seq2SeqArgs (
num_train_epochs = 5

enerated_text
luate_during training
model_args. luate_during_training wverbose
model_args. ngth = 1824
model_ar

encoder_decoder_type=

der_decoder_name=

=model_args,

e_cuda= o

Figure 8: BART model

7 Dataset

Dataset used for this research study are provided under the Dataset folder. Dataset
without masking is in file data2_withoutMask.xlsx and masked data in Data_2.xlsx.
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model.from_pretrained(

model.train(train_df=train_df,
eval df=eval df,
x_token_len
token_len

use_gpu =
outputdir = "outpu

early stopping patience epochs = @,

Figure 9: T5 model
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