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Football Player Selection Based on Positions and 

Skills Using Ensemble Machine Learning and 

Similarity Measure Techniques 

Murugappan Murugappan 

x19239831 

 
Abstract 

The game of football attracts millions of fans across the world and also the production of players that 

makes a team effective is really hard when it comes to selecting players based on manual procedures 

by sports and team analysts. This research has performed various ensemble machine learning 

algorithms that can automatically predict the position of the players with two novel approaches based 

on different features and performed statistical feature selection techniques to select the top 30 features 

in predicting the player’s position. Throughout this research, four ensemble machine learning 

algorithms are performed on which random forest classifier gave the highest accuracy in the approach 

of predicting only the 4 major positions of the players, and support vector classifier results in better 

performance in the approach of predicting the 27 different major and minor positions. Also, 

hyperparameter tuning results in no such huge improvement in both approaches. Also, Used different 

similarity measure techniques such as cosine similarity and Euclidean distance measures to select the 

most similar players based on their skills. Finally, cosine similarity performed better compared to 

Euclidean distance and can be applied in different sports domains where players can be selected based 

on their skills. The evaluation of all the models has been done with the help of evaluation metrics such 

as accuracy, precision, recall, F1 score, and cross-validation score. Also, Evaluated both basic and 

tuned models with the help of the confusion Matrix where the level of truly predicted outcomes and 

the misclassified outcomes is seen. 
 

1 Introduction 

The introduction section in this research “Football Player Selection Based on Positions and 

Skills Using Ensemble Machine Learning and Similarity Measure Techniques” consists of 

explaining the background information of this research, the motivation behind this research 

idea aims and objectives of this research, discussing the research questions, and finally, the 

project outline and structure of this report are discussed. 
 

1.1 Background 

 
Football is one of the most played games across the world. As per the report supported by the 

FIFA board in the 21st century, football attracts around 3.5 billion fans across the world and is 

played in over 180 countries where around 250 million football players are available across 

the world. The matches played in any football championship become a matter of interest as a 

prediction of such matches become an important subject to researchers, football experts as 

well as fans across the world. It was quite easy to determine the probability of winning the 

particular match based on the form of the key players, skills, combination of players, 

teamwork as well the strength of the squads, and many other factors. The prediction becomes 

difficult when matches are either extended or become complex due to different factors. The 

prediction of football matches also depends on different players of a team where a coach may 
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also, give importance to determining and analyzing the impact of a particular player. The 

selection of players plays an important role in winning a team and is very crucial to take 

forward the entire team to win a championship. Various financial issues occur where millions 

of dollars are lost by particular clubs where the player turns out less expected to the team and 

the whole team loses based on the selection of players. Different psychology assessments are 

necessary to evaluate the number of players present in a team and its benefits when it comes 

to implementing a winning team (Zaini and Salimin, 2020). 
 

1.2 Motivation 
 

Different problems are encountered during team selection which is why the player 

recruitment process is carried on to select the best players that can take forward a particular 

team for winning a Championship. This is why different managers, coaches, and other 

experts are recruited who can choose a better player based on skills and other attributes. 

Different quantitative and qualitative attributes are necessary to be studied to select the best 

players and such attributes include the performance, fitness, skills of the players, etc (Haugen, 

2017). 

 

There are also other issues encountered after the final selection of the players because if the 

player moves from a team due to some reason then it becomes difficult to complete the team 

with another player that matches the skills of the previous player. In such cases, different 

predictive models are used that can process different attributes to assess the skill of a player 

in less time. 

 

Different research had been performed to predict suitable players based on skills and other 

factors. A study offered by (Ozceylan, 2016) performed and implemented the predictive 

model to select the player with the help of a classification model that can predict the rating of 

a particular player. Another study is performed by (Qingwen, 2020) where the performance 

of a player can be predicted based on the previous matches he played. On completion of this 

research, the attributes taken are the wickets by the bowler or the run which is code by a 

batsman. Another research (Strnad, Nerat, and Kohek, 2015) performed where a neural 

network is implemented to predict a player suitable for the team and achieved a result that 

is not significant. Some researchers till now have been performed but did not give any 

significant result that can replace a better player with another player based on a different 

number of attributes. This research tries to find out the player based on attributes with the 

help of machine learning models by considering 27 different positions in a novel approach 

and predicting the closest player based on the attributes based on similarity measures. Also, 

the results obtained from this research will be evaluated with the help of performance metrics 

and such metrics include recall, precision, accuracy as well as F1 score measure. 
 

1.3 Aims and Objectives 
 

The project aims to predict the Position of a player with the help of a machine learning 

model and find the closest players based on such attributes. The objectives of the projects are 

• To perform a literature review to assess the approaches used previously in the same 

topic. 

• To explore and visualize the data extracted from the Kaggle to understand the nature 

of the data and the attributes related to a player. 
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• To perform machine learning algorithms to predict the position and to assess the skills 

of the players such as Support Vector Classifier, Logistic Regression, Random Forest 

Classifier, and Decision Tree Classifier. 

• To perform preprocessing of the features to understand the relationship between the 

features and select the best features that can predict the similarity of a player 

• To find out the similarity between two players with the help of similarity measures 

such as Euclidean distance 

• To evaluate all the machine learning models with the help of performance metrics 

such as accuracy, precision, recall, F1 score, etc 

• To tune the models with the best combination of parameters that can give the highest 

accuracy obtained from each model. 

 

1.4 Research Questions 
 

This research focuses on creating different ensemble machine learning models to select a 

player by predicting the player position in two novel approaches and to find similar 

players based on skills and other attributes that match with the selected player using 

similarity measure techniques. The research questions are as follows 
 

• “Can the prediction of the player’s position in an advance will helps in selecting a 

player to play in a particular position in the team?” 

• “Can I predict a suitable player based on the skills and features had by another player 

with the help of machine learning techniques?” 

 

1.5 Project Outline 
 

The remaining section is organized as follows. Section 2 indicates the Related Work, Section 

3 indicates the research methodology, Section 4 indicates the design specification, Section 5 

indicates the implementation specification, section 6 indicates the evaluation and discussion, 

section 7 indicates the conclusions and future work, then finally acknowledgments and 

reference section of this research. 

 

2 Related Work 

Researchers had shown deep interest in sports prediction and selection of different players 

based on particular skills with the help of machine learning and their approaches. Let us look 

into some of the approaches used by them with the help of Different techniques and compare 

the results with our approach. 
 

2.1 Sports prediction using machine learning 

 
A Study (F.I. and J.C, 2015) used a machine learning technique and developed a Framework 

that can predict sports with the help of a n  Artificial Neural Network. The 

architecture consists of a crisp DM Technology where the data sources are organized and 

evaluated with the help of an Artificial Neural Network and a Framework is developed to 

predict sports that can be applied with the help of neural network techniques. 
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Another study (Berrar, Lopes, and Dubitzky, 2018)   predicted the football competition with 

the help of public data and different machine learning approaches in this study. They 

conducted Bayes classifier, multi-layer perceptron as well as principal component analysis to 

reduce the dimension of the data. With this study, they achieved a 54.7% accurate result 

and the result was obtained by combining the techniques of naive Bayes, multilayer 

perceptron, and principal component analysis. 

 

Another technique used technique of big data and machine learning approaches to develop a 

framework to predict different games. The system developed in the study (Baerg, 2016) was 

used to collect and store data and perform different analyses to look into the 

performance of players and select the most important features that can predict the output of 

the games. To predict the output, the study developed software that can predict 90% 

accuracy with the help of a Support Vector Machine and ensemble learning algorithm that can 

select the best features to give the desired outcome. 

 

A concept of the study of Social Network and gradient boosting technique is applied to 

predict the fate of the team of a particular game. In the experiment (Cho, Yoon, and Lee, 

2018), they have conducted a gradient boosting technique and had concluded that it is the 

best technique compared to the study of social network techniques. So they had evaluated the 

result with the help of win draw loss accuracy and win-loss prediction accuracy and 

concluded that wind- draw-loss accuracy is 33% and win-loss-prediction accuracy is 50% 

which is more compared to the wind-draw-loss accuracy in the experiment. 
 

2.2 Player prediction using machine learning 

Player replacement in football was conducted in a study (Abreu and Sannikov, 2014) with the 

help of machine learning algorithms where players were replaced based on the ratings and 

different classification models were performed to predict the rating on the players so that they 

can be replaced with their similar players with similar ratings. They had performed different 

machine learning algorithms and had concluded in the study that the LDA algorithm gave 

better performance compared to all other algorithms. 

 

Another study (Jayalath, 2018) had built different classification models to predict the 

performance of players based on the batsman score and the wickets taken down by a bowler. 

They predicted both these parameters based on the runs a batsman makes and the wickets a 

bowler takes. In the study, they predicted the player’s performance based on these two 

parameters and they had also used other features to predict this parameter such as batting 

average, strike rate, number of innings, etc. In this study, they applied different machine 

learning algorithms from which they had concluded that decision tree and random forest 

performed better compared to different algorithms used in the study. 

 

Another algorithm was used known as a competitive neural network which was performed in 

a study (Chen, 2019) where the main aim of the research was to select the best opposite 

players for a team by predicting the chances of winning a game with the help of the neural 

network. The rating of each player was predicted to calculate the winning chance of a team 

and the feature selection was performed where the neural network predicted the probability 

for both win and loss. The model has been applied to 11 players that were found to be 54% 

accurate and another model had conducted and doubled the number of players that gave 60% 

of accuracy score. 
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Another player prediction experiment was conducted with the help of a neural network in a 

study (Guan and Wang, 2021) where they applied the data set that includes the result of the 

matches and the historical performance of different teams. With the help of different features 

that also include the player’s data, they could predict the chances of winning based on the 

stakeholders. They also divided the attributes into different categories such as the physical 

status, technique of the players, speed of the player, and the resistance of a player. With the 

help of neural network techniques, they calculated the accuracy and found that it is capable to 

predict the performance of a player but gives very little accuracy. 
 

2.3 Player prediction using Other Algorithms 
 

Apart from machine learning and AI approaches, some algorithms were used to predict the 

players based on particular features. A study conducted by (Fan et al., 2019) predicted a 

player by building a team based on categorizing them by different task dependencies and the 

partitioning of the task was done among the number of the teams to build a team-building 

approach. 

 

Another approach (PANAIT and BUCINSCHI, 2018) was used to build a multi-functional 

Team by using the concept of hierarchy process and Myers–Briggs indicator that can predict 

the member of a team based on the characteristics and concurrent engineering concept was 

used in the study. 

 

Another concept known as the axiomatic design principle was used to build and predict a 

team where a team can be determined based on the skills and also increase maximum 

utilization of a particular team member (Betasolo, 2016). A skill development approach was 

implemented in the study to predict the talents of a particular team member. 

 

Another player placement was used (Shajila and Vimala, 2017) with the concept of Fuzzy 

Logic where bipartite graphs with the help of particular weights were developed to 

implement a polynomial-time algorithm to replace the player based on particular skills. 
 

3 Research Methodology 

Various approaches and techniques will be applied as part of the Customized KDD approach 

in this research to determine the research outcomes. KDD also known as Knowledge 

Discovery in Database is preferred in performing any research as it can be used iteratively and 

interactively (Kumar, Kumar Sehgal, and Singh Chauhan, 2011). Also, various stages are 

designed in this approach to perform any research, and some features such as looping as well 

as iterations through backstages had been made possible through this approach at any point. 

This KDD is customized according to my research idea and implementation but the high-

level process remains the same as shown in Figure 1. 
 

There are different machine learning models and preprocessing steps required to perform 

similarity to select similar players based on particular features. Also, various steps are 

necessary to predict the position of the player with the help of machine learning models and 

this can be explained with the help of the KDD approach in this section. 
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3.1 Dataset Description 

The data set is known as a FIFA21 data set which is collected from Kaggle 1 which is an 

online data science platform where different machine learning models and deep learning 

models can be applied and data can be imported and exported. This platform is accessible to 

the public and does not encourage any social and ethical issues. Also, this data set contains 

around 18541 rows and 92 columns where the name of players, age of players, nationality of 

players, and other features related to the players are present in this data. There are missing 

values that are present in some of the features of the data which should be treated in the 

prepossessing steps. This data will then be separated for training and testing and different 

similarity measures will be conducted to select the players based on particular skills (Sharma 

et al., 2019). 

 

 
Figure 1: Process Flow Diagram for the Proposed Methodology 

 

3.2 Data Exploration and preprocessing 

 
Data exploration plays an important role in exploring the nature of the data, presence of 

missing variables, characteristics of the data, presence of outliers, and the distribution of the 

data. It also helps to understand how dirty the data is and the preprocessing steps required 

cleaning and processing the data for various model building and evaluation steps (Iso et al., 

2019). In this step, I will be exploring the number of rows and columns of the data, exploring 

the presence of missing values present in the data. Also, I will perform data visualization to 

understand and analyze some of the important factors present in the data that can be helpful 

in this research. 
 

 
 

 

1 https://www.kaggle.com/umeshkumar017/fifa-21-player-and-formation-analysis 

https://www.kaggle.com/umeshkumar017/fifa-21-player-and-formation-analysis/code
http://www.kaggle.com/umeshkumar017/fifa-21-player-and-formation-analysis/code
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Also, various preprocessing steps are required such as treating the missing values with mean, 

median, and mode value and encoding the categorical variables present in the data into 

numeric values. Categorical encoding is done with the help of a Label encoder where each 

categorical attribute is converted to numeric values that can be fed into the model. Also, the 

preprocessing steps include cleaning of the data, considering important features, and data 

normalization that will convert all the values of the data in the range of 0 and 1. The 

preprocessing steps also include treating outliers, balancing the data in reducing the noise of 

the data as well as other steps that are considered very important before building any machine 

learning models in it. 
 

3.3 Feature Selection 
 

Feature selection is a very crucial step in choosing the important number of features when the 

size of the data is very large and contains lots of features. Also, it contains different 

types where only important features are selected to reduce the number of input features that 

are not considered important. It is advantageous in reducing the computation cost and 

complexity of the system and also improves the accuracy of the model with the help of 

important features. There are different types of feature selection techniques used to build 

machine learning models. Some of the important methods of feature selection techniques are 

wrapper and filter method where wrapper method searches for subjects that are considered 

well-performing to select the important features and filter method selects those features 

subset which depends on the relationship with the target variable. Both these methods are 

used in a supervised approach where a target variable is necessary to find the relationship 

with the input variable. In the case of unsupervised learning, correlation is used to find the 

relationship between two input features and remove the redundant variables. There is also 

another feature selection technique called dimension reduction techniques such as PCA where 

the input data is projected in lower dimension space with the help of different mathematical 

operations (Sheikh, 2017). 
 

3.4 Data Balancing 
 

Machine learning models tend to give overfitting results or more error when it gets very 

imbalanced samples that belong to classes that are not balanced. When the model is trained on 

minority samples and later tested in a large data set then it often gives overfitting and 

underfitting results as it got very less chance to understand the features belonging to minor 

classes. In such cases, I need to balance the data with the help of different balancing 

techniques such as oversampling, under sampling, SMOTE technique, ADASYN technique, 

and many other balancing techniques that can balance the classes with the help of different 

methods (Shim, Oh and Kweon, 2018). 
 

3.5 Data Evaluation 
 

Different models are trained and are tested on the data, they are evaluated with the help of 

different performance metrics to understand the level of classification that can be predicted 

by a particular model. Different performance metrics include confusion Matrix, Precision, 

recall, accuracy score, F1 score, etc where the level of false positive, true positive, false 

negative, and true negative rates are considered to understand the number of misclassification 

that can be given by a model after testing on an unseen data. This evaluation is important 

before applying the model in real-life applications so that I can confirm that the model is 
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accurate enough to be applied in real-life applications and is fit for public use (Ma and 

Ladisch, 2019). 
 

3.6 Model Implementation and Tuning 
 

The ensemble models of support vector classifier, logistic regression classifier, random forest 

classifier, and decision tree classifier are implemented and cosine similarity and Euclidean 

distance approach are implemented as part of similarity measures approaches. Model tuning 

is done as an attempt to improve the model after looking into the level of miss classification 

given by the model with the help of evaluation metrics. Model tuning includes training the 

model with different combinations of parameters that are included in particular models where 

the best-fit parameters are considered to train the model and test it on unseen data to improve 

the model compared to the model that is trained with default parameters. This step is 

important to confirm if there is a chance of improving the model and if it gives better 

accuracy compared to the model with default parameters before applying it in real-

life applications (Falch and Elster, 2016). 

 

3.7 Similarity Measure 

Similarity measures are performed to understand the similarity between particular attributes 

based on the features connected to them. Different similarity measures are performed to 

understand the relationship between two attributes and in this research, I had performed 

similarity measures to predict the number of similar players compared to a particular player 

based on a particular skill. Cosine similarity measure and euclidean distance are some of the 

most commonly used similarity measures. 

 

4 Design Specification 

This research is designed based upon two-tier architecture. i.e One is the Application Tier and 

the other is the Client Tier. There is no data tier in this research design since the data has not 

been stored anywhere in the database to perform any DB-related activities. The application 

tier and the client tier is explained below concerning this research 
 

4.1 Application Tier 

In the application tier, where all the business logic is incorporated. The logic behind the 

development of these ensemble machine learning models and similarity measure techniques 

logics are incorporated in this application tier. 
 

4.2 Client Tier 

In the client tier, all the visualization logic is incorporated. The libraries behind the model 

evaluation visualizations, libraries hosting the web app are incorporated in this client tier. 
 

5 Implementation 

5.1 Data Collection 

 
The data set is collected from Kaggle which is also known as FIFA 21. The data set contains 

around 18541 rows and 92 columns. All the attributes of the data contain information about 
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different players and different matches played between them and also the skills related to 

particular players. Also, the data contain a different number of missing values in different 

columns which should be treated during the data preprocessing steps. 
 

5.2 Data Pre-Processing 

During the data preprocessing, I have seen the data contains a large number of missing values 

in different columns. In this step, I have filled the missing values with their mean value and 

performed data visualization to understand the distribution of players in different countries or 

other relationship that exists between players and their skills. Also, the data contain different 

categorical variables which are converted to numeric values with the help of Label Encoder 

in this step. 
 

5.3 Feature Engineering 

This step includes the selection of top features which will be fed into our machine learning 

algorithms and also balancing the data that contain imbalanced classes. To detect the top 

features I have performed the SelectKBest algorithm which will select the top features based 

on the existing statistical analysis inside them. Also, I have balanced the data with the help of 

the ADASYN algorithm that will create synthetic points and balance the number of classes to 

achieve better accuracy. 
 

5.4 Building Models 

In this step, I have built different machine learning algorithms such as a Support Vector 

Classifier, Logistic Regression, Random Forest, and Decision Tree Classifier to predict 4 

major positions as one approach and predict all 27 different positions as another novel 

approach in this research and explained below in evaluation section. I have also used different 

parameters to achieve better performance and performed model training that used the best 

parameters to give better performance. Also, I had performed a cosine similarity matrix and 

Euclidean Distance approach to predict the similar players based on particular skills. 
 

5.5 Model Evaluation and Tuning 

I evaluated the result with the help of performance metrics such as accuracy, precision, recall, 

F1 score, and cross-validation score where I trained the model 10 times and determined the 

accuracy. 

 

Also, the tuned model results are compared with the base model based on the confusion 

Matrix where I can see the number of misclassifications in both types of models. Also, I have 

tuned the model with the help of RandomizedSearch CV and selected the best parameters that 

gave the highest accuracy. All these models are compared with the base model to look into 

the label on misclassifications that might be improved in the tuned model. 

 

6. Evaluation 

6.1 Exploration of Data 

In this section, I had explored the data to look into the important features observed in this 

research. 
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Figure 2: Club wise player analysis 

 

From Figure 2, the club online Bolton wanderers, Sporting CP, Eintrack Frankfurt, 

Liverpool produces the highest number of players in FIFA 2021, and the clubs like FC UFA, 

UCAM Murda CF, Catania produce the least number of players representing the FIFA 2021 

game. 
 

 

Figure 3: Height VS Weight Analysis 

 

The above correlation represents the relationship between the height and weight of a player 

where I can see that there is a positive correlation between the height and weight of a player 

because when the weight increase, the height also increases and the correlation is strong that 

represents that the high weighted players are also longer in height is observed from the 

Figure 3. 
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Figure 4: Position wise player 

Here, ST represents the striker position, CB represents the center-back position and GK 

represents the goalkeeper position. So, I can say that these three positions have the highest 

number of players in the FIFA 2021 games. 
 

 

Figure 5: Age-wise player distribution 

 

As the age of a player plays an important role in the football game, I can see that the age 

between 20 to 25 years has the highest number of players in FIFA 2021 where the old players 

who are above 35 years of age are very less representing the FIFA game. Figure 5 tells that 

only young players are fit to play in the FIFA game whose age ranges between 20 to 25 

years. 
 

6.2 Model Evaluation 

The Ensemble machine learning models of Support Vector Classifier, Logistic Regression 

Classifier, Random Forest Classifier, and Decision Tree Classifier is implemented to predict 

the player positions in two different approaches using only 4 major positions and another 

using 27 different major and minor positions to select that player to play in a particular 

position and implemented similarity measure techniques like cosine similarity and Euclidean 

distance approach to finding the similar player for replacement as discussed. These 

implemented models has to be evaluated with certain evaluation metrics like accuracy, 

Precision, F1 score, 
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recall, and cross-validation score to ensure that the model is performing well and 

comparisons can be made between the models are explained in this section as follows. 
 

6.3 Comparision of the Base and Tuned Models in predicting the major 4 

positions 

Random Forest Classifier performs better in terms of Both Base and Tuned models with the 

evaluation metrics when compared to all other 3 models in predicting the major 4 positions of 

the player with higher accuracy of around 87% is shown in Figure 6 including both the 

evaluation summary table and graphical representations of the evaluation metrics and the 

performance not greatly improved after the hyperparameter optimization. 
 

 

Figure 6: Summary Table and Graphical Representation of all ensemble models predicting 4 major 

positions 
 

6.4 Comparison of the Best Random Forest Classifier Base and Tuned 

Models in predicting the 4 Major Positions 

Figure 7 below shows the comparison of the random forest base classifier and the random 

forest tuned classifier in predicting the 4 major positions by discussing the confusion matrix 

and the heat map. Here, there is not much difference between the base model and the tuned 

model after selecting the best parameters using hyperparameter techniques. The accuracy 

remains the same at around 87% for both the base and the tuned model. The confusion matrix 

in Figure 7 helps to understand how many player positions are truly classified and how many 

are misclassified and can able to track the misclassification exactly in particular positions. 
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Figure 7: Confusion matrix and Heat Map for Best Random Forest Classifier predicting 4 major 

positions 
 

6.5 Comparision of the Base and Tuned Models in predicting the 27 

Different Major and Minor positions 
 
 

 

Figure 8: Summary Table and Graphical Representation of all ensemble models predicting 27 

different positions 
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Random Forest Base Classifier and Support Vector Tuned Classifier model perform better in 

evaluating with the evaluation metrics compared to all other 3 models in predicting the 27 

different major and minor positions of the player with an accuracy of around 60% are shown 

in Figure 8 including both the evaluation summary table and graphical representations of the 

evaluation metrics. The performance of the model remains the same even after attempting to 

choose the best parameter values for the models using hyperparameter optimization 

techniques. 
 

6.6 Comparison of the Best Random Forest Classifier Base and Support 

Vector Classifier Tuned Models in predicting the 27 Different Major and 

Minor Positions 
 

Figure 9: Confusion matrix and Heat Map for Best Random Forest Classifier Base Model and 

Support Vector Classifier Tuned Model predicting 27 different positions 

 

Figure 9 shows the comparison of the random forest base classifier and the Support Vector 

tuned classifier in predicting the 27 different major and minor positions by discussing the 

confusion matrix and the heat map. Here, there is not much difference between the base 

model and the tuned model after selecting the best parameters using hyperparameter 

techniques. The accuracy remains the same at around 60% for both the base and the tuned 

model. The confusion matrix in Figure 9 helps to understand how many player positions are 

truly classified and how many are misclassified and can able to track the misclassification 

exactly in particular positions. 
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6.7 Comparision of the Cosine Similarity and Euclidean Distance 

approach in finding the similar players 
 

 
Figure 10: Evaluation Matrix for Cosine Similarity and Euclidean Distance in finding the similar 

players 

 

Figure 10, Shows the comparison of cosine similarity and Euclidean distance approach in 

finding similar players. The Euclidean distance approach finds similar players based on a 

more number of attributes. But, the idea is to get a similar player not based on more number 

of attributes. But, to find a similar player even if the particular player is low in ratings. Cosine 

similarity performs better when compared to the euclidean distance approach with the above 

aspect and helps to find the more similar player and in replacing the particular player. 
 

6.8 Web App Developed Using Stream lit Python Library 

 

 
Figure 11: Web App Developed Using Stream lit and running the web app in the jupyter notebook 

terminal 

 

Finally, a web app is created for the cosine similarity approach in finding similar players for 

replacement based on skills and other attributes. This web app shown in Figure 11 is 

developed using a stream lit python inbuild library and created a custom function to pass the 

required attributes from the similarity data frame. Once the user enters the particular player 

name and by that time custom function developed uses the required attributes from the 

similarity.csv file and displays the top 10 similar players for the value passed. The 

Similarity.csv file is just in which the data is transferred after pre-processing to the CSV file 

from the main similarity measure code. Figure 11 shows how to start up the web app on the 
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local server by running the particular streamlit_code.py file. While running, make sure that 

all the files like fifa21.csv, similarity.csv, and streamlit_code.py files are in the same current 

working directory along with all the three .ipynb files. 

 

Once after running the streamlit_code.py file to start up the Player Selection ML web app, the 

web app appears as shown in Figure 11. The user can enter the player name as required and 

click predict and it will generate the top 10 similar players based on the skills and other 

attributes of that player. So, those similar players can be replaced in the team in place of that 

particular player. 
 

6.9 Discussion 

This research aimed to predict the position of the players with the help of machine learning 

techniques and predict the similar players based on particular skills from the machine learning 

models. I have achieved different results and seen that Random Forest gave the best accuracy 

compared to all other machine learning algorithms in predicting the 4 major positions and the 

tuned support vector classifier model performs better in predicting the 27 different positions. 

so throughout the investigation, I have found out that I can predict similar players based on 

the skills and features had by another player with the help of machine learning techniques. 

Also, I have found out that the cosine similarity measure is better compared to Euclidean 

distance as the features related to the players do not lie in the same direction which is why the 

cosine similarity measure is a better technique compared to the euclidean distance measure. 

Similar players can be predicted with the help of cosine similarity measures in real-life 

applications and also the position of the players can be predicted with the Random Forest 

technique. 

 

I have also performed model tuning in all the algorithms and have seen that there is no huge 

improvement compared to the base model where I have taken default parameters so I can 

share that after the application of the best parameters the accuracy of the model is slightly or 

not improved in some algorithms. 

 

In this research, deep learning algorithms are not performed to predict the position of the 

players, and this part is left to future work where I can experiment with deep learning 

algorithms to see if there is any improvement in accuracy compared to the machine learning 

models. 

7 Conclusion and Future Work 

7.1 Conclusion 

Football player prediction can be helpful to sports management where t h e  player can 

be easily replaced based on the skills and it can be beneficial as algorithmic prediction can be 

far better accuracy compared to the human prediction. This is why machine learning and other 

approaches had been significantly studied and discussed in the sports domain nowadays to 

increase the efficiency of hiring different team members based on their skills and other 

features. In our research, I have performed different machine learning algorithms to predict 

the position of the players and also perform similarity measures to find similar players based 

on their skills and other features. I have found out that the random forest model performs 

better in predicting the 4 major positions and the tuned support vector classifier model 

performs better in predicting the 27 different positions compared to four other algorithms 

and cosine 
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the similarity measure is found to be a better technique to find out similar players based on 

skills. 

 

I have also explored the data and found that the size of the data is quite large which is why I 

have performed a feature selection technique to select the top 30 features to predict the 

position of the players. Since the data is imbalanced all the classes do not contain the same 

number of attributes which can be problematic as imbalanced data do not give good accuracy 

while training. This is why I have performed the ADASYN algorithm to create synthetic 

points to balance the data in all the classes so that an equal number of attributes can be 

trained in the model to give the desired output. 

 

Our research topic was to find out if machine learning techniques are efficient enough to 

predict the position of the players based on skills and other features and I have found out that 

machine learning techniques are beneficial in predicting the position of the Players as they 

are nearly 90% accurate in predicting the position of the players and can save a lot of time 

compared to manual techniques. This technique can also be beneficial as they can process a 

large number of data related to different players and can give prediction results in no time. 

This is why machine learning and approaches are used by many domain experts as they save 

a lot of time and give accurate results which are not possible to be processed by manual 

approaches. 

 

The model tuning did not give better accuracy compared to the basic model with default 

parameters so I can say that model tuning is not working in machine learning algorithms 

but can be helpful in other future work such as deep learning algorithms which can be studied 

with hyperparameter tuning. 

 

In the literature review section, I have some researchers using other machine learning 

approaches and got different accuracies from which I can say that previous studies are 

successful enough in predicting the position of the players based on skills and other features 

are also different types of data differs in predictions as they contain different features that 

may or may not be important enough to predict suitable player based on skills and features. 

The distance similarity matrix is studied to find the difference between cosine similarity 

measure and euclidean measure and I have found that cosine similarity measure is beneficial 

compared to euclidean distance as they can easily find the similar points that are not 

collinear. The realistic data do not contain such features which are collinear and are very rare 

which is why I can conclude in our research that the cosine similarity matrix is the best 

metric to find similar players based on skills and features. 

 

7.2 Future Work 
 

In this research, only machine learning algorithms are studied and various other deep 

learning approaches tend to give better results in this type of data which is left unstudied in 

this research. So the future work includes the implementation of different deep learning 

algorithms to predict the position of the players concerning 27 different positions and also 

balance the data by adding more number data if possible and adding other features that might 

be beneficial to predict the position of the players in a much better way. 

 

Also, the model can be deployed in real- life applications with the help of various software 

and tools so that domain experts and sports analysts can easily predict the position of the 
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player by using the interface that can predict similar players based on the skills in a much 

easier way. 

 

This research was beneficial in predicting the position of the player with the help of machine 

learning techniques. What I did not achieve is a better prediction above 90% and that can be 

achieved with the help of various deep learning algorithms such as Artificial Neural Network, 

Convolution Neural Networks, and other techniques. These techniques are proven beneficial 

in predicting data that contain both categorical and numerical attributes which is why this is a 

must future work that can be decided by different domain experts so that the prediction power 

of a player increases with the help of such techniques. 
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