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Enhancing Martian Surface Evaluations by Applying
Multi-Task Machine Learning Algorithms to Satellite

Images

Daniel Murphy
x20138164

Abstract

Planning for manned missions to Mars in the near future is already well under-
way. However, the Martian surface topography is extremely complex and hazardous
and requires accurate, detailed maps if these missions are to be successful. Various
deep learning approaches are effective at mapping the surface for individual targets,
but lack the ability to evaluate regions on multiple features. This research proposes
a novel multi-task deep learning CNN to evaluate Martian regions based on two
features: terrain classifications and crater detections. Three such multi-task model
architectures, soft, firm and hard parameter sharing, are designed and compared
to established single-task models. While the single-task model was found to out-
perform the multi-task for terrain classifications with recall and precision values of
41.95%, the multi-task model was found to have superior precision and F1 scores
(5.52% and 2.15%, respectively) in crater detection. Hence, the novel approach al-
lows regions to be evaluated on multiple parameters instead of single. Future work
to improve the presented models will add more classification tasks to eventually be
able to evaluate a given region across all relevant characteristics.

1 Introduction

With space agencies and now private companies around the world investing in future
manned-missions to the planet, Mars has become the next major milestone in space ex-
ploration. However, there remain persistent challenges which will need to be overcome
before successful human missions can become a reality. Of primary concern, is the evalu-
ation of the Martian planetary surface, which has been observed as extremely difficult to
navigate or traverse, with numerous impact craters, gullies, deep valleys and large moun-
tains present in abundance. The destination of any manned missions require the most
detailed maps containing evaluations of surface regions considering all of these features.

Fortunately, since Mars has been a subject of scientific study for decades, there is an
enormous catalogue of data collected by satellites readily available to the public and to
researchers. Machine learning, as an efficient means of analysing vast quantities of data,
has become commonly used in the evaluation of surface regions on Mars. Particularly,
deep learning algorithms are especially effective in identifying and classifying these surface
features and terrain types. However, considering the requirements for future manned
missions, regions need to be evaluated across a number of factors such as terrain type
and also surface feature classification. The current deep learning approaches are unable
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to evaluate given regions based on multiple factors and this limits their application to
the mapping and analysis of Martian surface regions.

1.1 Research Question & Project Objectives

This research aims to advance the current set of deep learning techniques being applied
to Martian surface mapping efforts by expanding their classification abilities to facilitate
the evaluation of surface regions on multiple classification tasks. In particular, the clas-
sification tasks to be addressed are crater detection and terrain classification in images.
As such, the research work aims to address the following research question:

• Research Question: How can multiple rather than single classification techniques
be used in machine learning models to better evaluate Martian surface regions?

Based on the stated research question, the following key objectives have been identified:

• Design and implement a multi-task machine learning model capable of producing
multiple classifications (craters and terrain types) based on a single input (Martian
surface satellite images).

• Compare the multi-task machine learning model performance against single-task
models based on relevant performance metrics.

2 Related Work

2.1 Introduction

In this section, a review of the related work to date is presented, focusing on the applica-
tion of machine learning to planetary surface mapping. Each of the following subsections
concentrate on this application in the contexts of planetary landform classification, terrain
analysis and finally multi-task classifications. The review aims to identify and critically
analyse the most relevant related research, with an emphasis on the identification of
novel improvements in order to determine the most suitable methods to best address the
research question. The literature survey scope is restricted to well-cited, peer reviewed
articles published within a ten-year period from 2012-present.

2.2 Landform Classification

Traditionally, the identification of landforms on the surfaces of extra-terrestrial bodies
such as the Moon or Mars was a labour-intensive and time exhaustive task which re-
quired much attention from domain experts. However, in recent years researchers have
demonstrated the potential of machine learning to automate and enhance this task.

In a recent article, Rajaneesh et al. (2022) classified extra-terrestrial landslides, com-
paring a number of relevant approaches in the process. While the authors found the
simple logistic model outperformed the others with a classification accuracy of 81%,
they also reported strong performance in a number of other models including sequential
minimal optimisation, meta classifier and the multi-layer perceptron which all reported
accuracies above 77%. This appears to suggest there are a variety of models capable
of accurately classifying this landform. Notably, Wang et al. (2017) classify the same
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landform but use the Adaboost model and achieve a superior detection accuracy of 92%.
Furthermore, Wang et al. (2021) goes on to further research the classification of this
landform in a more recent study where a number of models are compared, similarly not-
ing strong performance of the logistic model as well as the boosting models, support
vector machines (SVM) and random forests, but most significantly finds the convolution
neural network (CNN) algorithm significantly outperforms all other considerations with
an impressive classification accuracy of 92.5%.

Another of the most frequently classified landforms is the surface crater. Arguably one
of the earliest successful implementations of a CNNmodel for such landform classifications
was reported by Emami et al. (2015) in 2015, which achieved a detection rate of 92%
with precision rate of 85%. Since that time the majority of researchers in this field have
followed suit, focusing primarily on implementations of variations of the CNN model
architecture. For example, more recently Emami et al. (2018) continued their research
using a Fast R-CNN structure, while both Silburt et al. (2019) and Lee (2019) use a UNET
CNN architecture for the same task. Lee and Hogan (2021) advanced on this work by
using the ResUNET CNN architecture and achieved a human level performance in the
model. However, while researchers cite these levels of performance, it is important to note
that the performances of these models appear strongly dependent on the sizes of craters
under test. For instance, Di et al. (2014) achieves a much higher performance in crater
detection (74% recall) on craters greater than 6km in diameter, while the same model
only produces a recall of <10% when tested on craters of all sizes. This would appear
to be a crucial consideration in the evaluation of these types of models. Interestingly,
each of these researchers apply their CNN approaches to the task of crater detection,
suggesting this task is of particular interest in the latest research. It is also evident that
researchers do not typically consider multiple types of landforms in their classifications,
instead generally focusing on the detection of single landform types.

Notably, there appears to be a shift towards the CNN model in recent years among re-
searchers, which is particularly evident in the experienced researchers opting for the CNN
in their most recent papers and in their citing of superior performance of this model for
landform classification tasks Wang et al. (2021); Lee and Hogan (2021); DeLatte, Crites,
Guttenberg and Yairi (2019); DeLatte, Crites, Guttenberg, Tasker and Yairi (2019).

2.3 Terrain Classification

The classification of terrain is another field in which machine learning has become widely
used by researchers. This is generally considered a separate task to that of landform
classification described in the previous section, and involves the application of machine
learning algorithms to satellite data and images.

Ono et al. (2015) defined the primary function of a terrain classifier as “to take an
image as input, and classify every pixel in the image”. In their paper, they classify
images into one of five defined terrain classes which range from sand to pointed rocks.
To achieve this, the authors implemented a random forest model consisting of 50 binary
decision trees. However, while a confusion matrix is provided with accuracies of 76.2% and
89.2% for two of the terrain classes, the authors fail to explore the model’s performance
across each of the 5 terrain classes. Notably, this solution is applied to the task of terrain
classification on Mars, which is particularly relevant to the research question of this work,
and the authors do note the generalisability of the solution to other sources of satellite
imagery from Mars. Furthermore, in 2013 Shang and Barnes (2013) also proposed a novel
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approach specific to Martian terrain classifications which was based on support vector
machines (SVM). While the authors demonstrate the superiority of this approach over
either decision trees and K-Nearest-Neighbours (KNN), their solution and discussion is
primarily aimed at future Mars rovers missions, utilising data from onboard cameras and
neglects the possibility of manned missions or the use of satellite data for global mapping
applications.

Barrett et al. (2022) describe the application of a deep neural network to satellite
images in order to classify regions of terrain as one of 14 defined terrain classes. The au-
thors evaluated this novel solution on precision, recall and intersection over union (IoU)
metrics, and achieved an IoU in excess of 80% for a number of terrain classes, clearly indic-
ating the suitability of the neural network for this type of task. Furthermore, Schönfeldt
et al. (2022) employ two models, both CNNs (AlexNet and U-Net architectures) to the
classification of landslide terrains from elevation satellite data. Using this approach, the
authors identified 12,000 square kilometres of landslide area. The authors again evaluate
the models using precision and recall, but also note the high degree of variance in results,
for instance with precision values ranging from 0.56 – 0.84 depending on interpolation
method and data trained on (optical vs topographic), suggesting these are important
considerations in such approaches.

In conclusion, while there are a number of approaches which have demonstrated
successful terrain classifications, given the more recent research (Barrett et al.; 2022;
Schönfeldt et al.; 2022) all opt for the CNN with well-documented advancements, which
suggests the CNN is the most promising route for future research and to address the
research question.

2.4 Multi-Task Classification

Unlike the single classification tasks discussed in the previous two sections, multi-task
learning combines much of the same concepts to apply machine learning methods to
more than one task. Researchers suggest that allowing a single model to learn from data
related to multiple correlated tasks is both more computationally efficient and allows for
a greater generalisability across related tasks.

Some emerging multi-task classification systems would appear to be a logical evolution
of the CNN discussed previously. For instance, Murugesan et al. (2019) recently proposed
a boundary and shape aware multi-task deep neural network for the segmentation of
medical images, which they describe as a means to “improve and refine the performance
of U-Net-like” CNNs. Dubbed “Psi-Net”, the model consists of an architecture designed
for the accomplishment of 3 distinct classification tasks, namely mask predictions, contour
predictions and distance map estimation. While it is worth considering that the authors
report the Psi-Net model as outperforming the single-task U-Net CNN, it is also important
to note that this application uses medical image data and may not be generalisable to
satellite data. Perhaps a more relevant example of multi-task algorithms is Long et al.
(2022) in which the BsiNet multi-task model delineates agricultural fields from high
resolution satellite data. In particular, the authors note this approach achieved the lowest
global total error of 0.291 in a comparison of models that included Psi-Net and the CNN,
and also suggest the approach may be applied to different tasks. Furthermore, Tambe
et al. (2021) also report advantages of a multi-task approach over a standard CNN in a
reduction of trainable parameters allowing the model be trained on less data, a reduced
computational cost and most significantly an improvement in performance as shown in
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an IoU score of 0.9434. These observations appear to be consistent with the findings of
Khalel et al. (2019), who also demonstrate a superior performance in the multi-task CNN
approach. Based on this consensus among researchers, the multi-task CNN algorithm is
a particularly relevant approach to address the research question. While researchers
have demonstrated its potential for high performance, they perhaps do not place enough
emphasis on the particular tasks which can be combined within this approach, and the
additional insight and domain context which can be garnered by combining classification
tasks, and this therefore warrants further research.

Conclusively, there appears to be a gap in the research literature as researchers have
focused on the application of these multi-task classification systems to particular tasks
and where they make comparisons of performance they typically compare against the
established CNN models such as the U-NET or ResUNET mentioned previously, over-
looking considerations of variations in the multi-task algorithm architecture. Essentially,
comparisons of different multi-task model structures or architectures is neglected. For
instance, Khalel et al. (2019) mentions the ability to “hard-share” or “soft share” para-
meters between multi-task model layers, but fails along with the other researchers to
explore the effect these model architectures could have on performance.

3 Methodology

This section outlines the methods followed as part of the research project. The general
methodology is based upon the Knowledge Discovery in Databases (KDD) framework as
the source data can essentially be considered akin to a database and is outlined below
in Fig 1. This section details the acquisition, analysis and pre-processing of the dataset
followed by an overview of the procedure carried out as part of the research work.

Figure 1: Research Methodology
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3.1 Equipment & Materials

The research was carried out in a Google Colab Pro+ environment, with 2 GPUs and 52
GB of RAM. Data was stored in Google Drive which had 15 GB of storage capacity. The
tensorflow software library was used in conjunction with the keras python interface, along
with various packages available within python, including pandas, numpy and cartopy. The
solution was developed using python version 3.

3.2 Raw Source Data Acquisition

The raw source data is the Mars MOLA DEM Global 200m v2 dataset which is made
publicly available by the Astrogeology Science Center on their website (see footnote). 1

This raw data is a global digital terrain model (DTM) of the entire planetary surface
of Mars. It consists of a mosaic of blended DTMs obtained from a number of satellite
instruments including High-Resolution Stereo Camera (HRSC) and the Mars Orbiter
Laser Altimeter (MOLA), aboard the Mars Express and Mars Global Surveyor satellites,
respectively. The data contains measurements of altitude across the Martian surface.
The resolution is approximately 200m/pixel.

3.3 Data Pre-Processing

Due to the extremely large size of the source data (106694 x 53347 pixels), coupled with
the hardware constraints of RAM, the dataset used as part of this research project was
extracted as randomly sampled images from the source data. The random sampling
process was carried out as follows:

1. A random pixel in the source DTM is chosen, and a square region of dimensions
256 x 256 pixels is selected by sliding 256 pixels horizontally and vertically.

2. The 16-bit resolution of the source image is converted to 8-bit.

3. The cylindrical Plate Carree projection of the source data is converted an ortho-
graphic projection using Python’s Cartopy package. This gives the image a constant
linear scale as opposed to constant angular resolution.

4. The image is padded to refill it to a square dimension where required after projection
conversion.

The final dataset was constructed by following the above steps to create 85,000 im-
ages. This is a larger dataset than those used in related literature (Lee; 2019). There
were two classes of labels applied to the image dataset. Namely, these were the presence
and location of craters, and the classification of the terrain in the images. Firstly, the
coordinates and characteristics of the craters were taken from the Robbins and Hynek
(2012) crater catalogue, which provides the ground-truth crater labels as classified by
domain experts. However, since these coordinates are in the form of latitude and longit-
ude values, their locations and diameters needed to be converted to pixel-based values
corresponding to each image. This allowed binary target mask images to be created as
the crater class. Secondly, the K-Means clustering algorithm was fit to the image dataset

1https://astrogeology.usgs.gov/search/map/Mars/Topography/HRSC_MOLA_Blend/Mars_

HRSC_MOLA_BlendDEM_Global_200mp_v2
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(a) Input Image (b) Crater Target Mask

Figure 2: Visualisation of Input Image with Corresponding Crater Target Mask

and terrain labels assigned to each image. Three clusters were used to represent flat,
sloped and steeply sloped terrains.

3.4 Data Exploration

This section presents the exploratory analysis performed on the dataset constructed in
the previous section.

Firstly, it was verified that there were 85,000 distinct images present as expected. The
dataset was examined for null or blank corrupted images. Fig 2 shows an example of a
typical input image along with the accompanying target mask label containing the crater
locations. The terrain class label for this image was 0 which represents a flat terrain. In
this figure, the pixel values of the image are presented on the left and there are 5 distinct
craters which can be seen on the right.

It was also important to explore the distribution of the dataset by class labels. Since
there were two class labels, i.e. craters and terrain, Fig 3 shows the distribution of
terrain classes on the left and the number of craters contained in each image on the right.
The terrain labels 0, 1 and 2 represent terrain classifications of flat, sloped and steeply
sloped, respectively. It can be seen that there are roughly twice as many images classified

(a) Terrain Labels (b) No. of Craters

Figure 3: Distribution of Classification Labels in Image Dataset
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as being flat terrain (∼2000) compared to the other two classes (∼1000 each). Similarly,
most images were shown to have 0 craters present (∼1750), while a large portion of images
contained a small number of craters, for instance over 2000 images had between 1 and 3
craters, smaller numbers of images contained more craters. This figure focuses on images
containing up to 10 craters, but it should be noted that very small numbers of images
contained substantially more craters, the highest number of craters contained in a single
image being 61. Images with this many craters may need to be considered as outliers as
they may exert an undue influence on the rest of the dataset.

3.5 Data Preparation & Processing

There were a number of data processing steps taken in order to prepare the data for use
in the data mining phase of the research. These steps are outlined as follows:

1. Blank, null or otherwise corrupted images were removed from the dataset.

2. Outliers were removed. Outliers included images which contained a disproportion-
ate number of craters as these images exerted an undue influence over the dataset.
Any image containing more than 50 craters was removed.

3. Craters that were too small to be seen in images were removed. Only craters that
spanned at least 3 pixels in an image were included in the dataset.

4. The ground-truth list of craters was then used to create target mask images, which
were binary and depicted the size and location of target craters.

5. The data in each image were normalised by dividing each pixel value by 255.

6. The distribution of the pixel values in each now-grayscale image is then standardised
using a standard scaler.

The previous section identified a slight imbalance in the terrain labels of the dataset.
In general, this would mean the data should be resampled, for instance by using smote
to over-sample the minority classes, but this was not possible in this case as the data
could not be resampled without negatively affecting the crater labels. This is because
the crater labels were mapped from longitude/latitude coordinates to pixels locations,
and resampling the images would interfere with this mapping. While a resampling of the
data may be beneficial, there are still sufficient samples of all labels to proceed with the
slight imbalance present.

3.6 Design Specification

This section presents the end-to-end design of the developed solution. The diagram shown
in Fig 4 explains the stepwise design from data acquisition and preparation as described
in the previous sections, as well as the designed model and the prediction tasks to be
made.
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Figure 4: Solution Design

4 Implementation

The multi-task convolution neural network (CNN) solution was designed for the purpose
of performing two classification tasks: the detection of craters and the classification of
terrain types. As a control, these tasks were firstly examined in isolation, with two single-
task CNN models designed to perform both tasks separately. Then, three multi-task CNN
algorithms were developed utilising three different model architectures in order to com-
pare and investigate the optimal method of combining these two separate classification
tasks into a multi-task CNN. A detailed description of each of these five total models is
provided below.

4.1 Single-Task Crater Detection CNN

The single-task crater detection CNN was designed to highlight the presence of a crater
in a given image. The design was based primarily on the approaches taken by both Lee
(2019) and Silburt et al. (2019), which is depicted in Fig 5 part (a). The model takes a
256 x 256 pixel image as an input. It contains 3 sets of 2 convolution layers which are
followed by max pooling layers. These are then merged with a dropout layer and this is
followed by an additional set of 3 convolution layers and a final reshape.

4.2 Single-Task Terrain Classification CNN

The single-task terrain classification CNN was designed to classify the terrain captured
in an image as one of 3 pre-defined terrain classes: flat, sloped and steeply sloped. The
model architecture is shown in Fig 5 part (b) and was based on those described in Khalel
et al. (2019); Tambe et al. (2021), and consists of a series 5 convolution layers, each one
followed by a max pooling layer, with a single, fully connected hidden layer and finally
an output layer.
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(a) Single-Task Craters Detection CNN Model Architecture

(b) Single-Task Terrain Classification CNN Model Architecture

Figure 5: Model architecture of the single-task CNN models

10



4.3 Multi-Task Classification CNN: Independent Branches

The multi-task classification CNN essentially combines the two single-task models dis-
cussed above. This ’independent branches’ model is designed to take the same 256 x 256
pixel images as input, but provide two distinct output classifications: crater detections
and terrain classifications. The model architecture is shown in Fig 6 and is designed
to soft-share parameters between the layers, as described by Khalel et al. (2019). Each
layer is specific to a single task, but the weights are updated as per the soft-parameter
sharing which allows the model to update based on both tasks simultaneously. Each
of the independent branches consist of the same layers as outlined in the two sing-task
sections above.

4.4 Multi-Task Classification CNN: Mixed Layers

The ’mixed layers’ multi-task CNN is designed to build upon the independent branches
model discussed previously. Instead of keeping all network layers separated by task, this
model comprises a mixture of some layers shared between both classification tasks, while
still retaining a number of layers that are task-specific. This can be seen in Fig 7, where
the first 6 convolution layers and 2 max pooling layers are common to both tasks, before
the model is split into 2 separated sets of layers, one utilising the single-task terrain
type classification architecture, and the other utilising the single-task crater detection
type architecture. In this way, this model can be considered to lie between a soft and
a hard parameter sharing model, like a firm parameter sharing model. As shown in the
diagram, the shared layers are made up of 3 sets of 2 convolution layers each followed by
max pooling layers. The shared layers are then followed by the task-specific, independent
layers. The craters classification set of layers is made up of 3 sets of 2 convolution layers,
each again followed by max pooling layers and the output layer. The terrain classification

Figure 6: Multi-Task Independent Branches CNN Model Architecture

11



Figure 7: Multi-Task Mixed Layers CNN Model Architecture

set of layers contains 3 sets of single convolution layers, each followed by max pooling
layers, a flattening layer, a hidden dense layer and finally the output layer.

4.5 Multi-Task Classification CNN: Shared Layers

The ’shared layers’ multi-task CNN is a hard parameter sharing model, as the architecture
consists primarily of layers shared between both tasks. This can be seen in Fig 8. The
model is designed with all layers, made up of a total of 14 convolution layers, 3 max
pooling layers, 3 up-sampling layers, 3 dropout and 3 concatenation layers shared between
both tasks. It is only at the final convolution layer that the model diverges to final output
layers. This is to facilitate the output layers of the 2 given tasks, a flattening and a dense
layer for the terrain class task, and a convolution and re-shape layer for the crater class
task.

4.6 Model Training

The data was loaded from hdf5 files using python’s hfpy library and stored in numpy
multi-dimensional arrays. Numpy and pandas were used to process the data as outlined
in the previous section. Keras and tensorflow were used to create and train the models.
As stated in the Methodology section, the total dataset contained 85,000 images. This
was split into training, validation and testing sets, 57,375 images used for training, 19,125
for validation during the training phase and 8,500 reserved for testing. It should be noted
that this is therefore a significantly larger dataset than that used by Lee (2019). However,
due to this large volume of data coupled with the hardware constraints, it was not possible
for the entire dataset to be fed into the model in a single instance. Instead, the following
procedure was used to ensure the models were each trained on the full dataset for 10
epochs. For each epoch:
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Figure 8: Multi-Task Shared Layers CNN Model Architecture

1. A saved version of the model was checked for. If the model already existed, it was
loaded from it’s last saved checkpoint. Otherwise, the model was created at this
point.

2. A single data file which contained 8,500 images was loaded into memory.

3. The model was trained on the loaded data with a batch size of 15 images for the

Figure 9: Model Training: Loss vs Epoch
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single epoch.

4. The model was then saved to file.

5. Steps 1-4 were repeated until all the image files were loaded and used to train the
model.

As Fig 9 shows, the models improved significantly in the early epochs, but stop
improving after 3-4 epochs. Since this corresponds to a training set of 85,000 distinct
images (∼ 300,000 in total), this model training is consistent with that of Lee (2019).
The similarity in loss between the training and validation sets also indicates a good model
fit.

4.7 Evaluation

Given they are supervised models, the evaluation techniques for each of the 5 developed
models were based on those as used by Lee (2019); Silburt et al. (2019), which are some
of the most commonly used performance metrics for evaluating such models. These
techniques are accuracy, recall, precision and F1 Score and are defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Recall =
TP

TP + FN
(2)

Precision =
TP

TP + FP
(3)

F 1Score = 2
PR

P +R
(4)

where TP denotes true positives, TN is true negative, FP is false positive and FN is
false negative. In the crater detection task, craters are identified within model output
predictions by converting the predicted images to binary and running python’s scikit-
learn template match algorithm, while terrain class predictions are output as a series of
class probabilities which are converted to the predicted class by using numpy’s argmax
function.

5 Results & Discussion

This section presents and discusses the results of the research project. Firstly, the outputs
from the models described in the previous section are reported in the first subsection.
The two classification tasks, crater detection and terrain classification are then examined
separately in the subsequent subsections.

5.1 Model Outputs

The example input image shown in Fig 2 in the methodology section was used as an
input to test each of the 5 models and the output predictions from each of the 4 cater-
predictive models are presented in Fig 10 (as the single-task terrain classification model
only predicts terrain types). As would be expected, the predictions from each of the
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(a) Single-Task (b) Independent Branches

(c) Mixed Layers (d) Shared Layers

Figure 10: Crater Prediction Outputs From Each Model Based on Example Input image

models are similar, although there are subtle differences visible upon inspection of these
subfigures. For instance, there appears to be a greater contrast in pixel values in the
single-task model compared to the others. Furthermore, this difference in contrast can
also be seen between the independent branches model versus the mixed and shared layers
model. This may suggest that increasing the number of layers shared between the two
tasks and reducing the number of task-specific layers in the model may diminish the
contrast in pixel values in the resultant predicted images. Nevertheless, each of these
models predict highest intensities in pixel values in generally the same areas, suggesting
they may all perform similarly in making classifications.

5.2 Crater Detection

Table 1 presents the results of the crater detection task for each model. Interestingly, the
single-task model appears to perform best with the highest accuracy and recall values,
suggesting it is the most efficient model at detecting craters, although there is clearly merit
in the multi-task models also, as the independent branches recorded the best precision by
a considerable margin and the shared layers model had the highest F1 score. With recall
values in the range of 30-40% and precision values <1% for all 4 models, the performances
of these models may appear poor at first glance, but these results are actually in line with
the results reported by many researchers. In truth, while many researchers have been
capable of identifying craters of particular sizes quite well, when generalised to include
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Model Performances on Crater Detection Task
Model Craters

Detected
Accuracy Recall Precision F1

Single-Task 301523 0.333 0.385 0.0125 0.0208
Independent Branches 476483 0.1 0.34 0.0552 0.0105
Mixed Layers 225993 0.1 0.343 0.0119 0.022
Shared Layers 257921 0.1 0.376 0.012 0.0215

Table 1: Model Performance Metrics For Crater Detection Task

craters of all sizes the results tend to degrade significantly. For instance, Di et al. (2014)
reported recall values of 74% for craters larger than 6km in diameter, but their same
model records a recall of <10% on craters of all sizes. Similarly, Lee (2019) reports a
’best’ model capable of identifying 75% of craters in the same database as used here, but
a ’worst’ case model identifying only 46% of these craters. Therefore, while these results
show that each of the 4 models are indeed capable of detecting craters, a limitation of
the study was that these results only provide a view of the calculated metrics over the
entire dataset. If the results could be broken down into bands of crater size, it may be
found (as with other researchers findings) that the models perform significantly better
when detecting craters of one size (larger craters with diameter >10km for instance) than
on others. This would provide a greater insight into the model performances than the
results available here and should form part of the future work to be discussed in the next
section.

Furthermore, it should be noted that the crater detections are extremely sensitive to
the parameters used to define a ‘distinct’ detection and to determine when a detection is
indeed a true positive crater matched to a ground-truth crater. These parameters include
the following:

• Minrad: The minimum radius to search for within the predicted image.

• Maxrad: The maximum radius to search for within the predicted image.

• Long lat thresh: The squared minimum difference in latitude/longitude coordin-
ates separating craters to consider them distinct detections.

• Template Thresh: The minimum correlation coefficient of the match template
function to identify a detection.

• Target Thresh: The threshold used to convert images to binary, where each pixel
above the threshold is set to 1 and all pixels below the threshold are set to 0.

Table 2 shows the effect of changing these parameters on the calculated performance
of the models. From this table, it is clear that reducing the template matching threshold
produces significantly more crater detections, which in turn means more craters will be
matched (true positives) and therefore the recall values tend to increase, but on the other
hand the increased number of crater detections also increases the number of false pos-
itives, which leads to a significant reduction in the precision and F1 metrics. Similarly,
the Target Thresh parameter also directly affects the number of craters detected. Lower
values of this parameter allow more artefacts to be present when the image is converted
to binary, thereby producing more overall crater detections. While other researchers (Lee
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Crater Detection Parameter Tuning Effects on Model Performance Metrics
Parameters Metrics

Minrad Maxrad Long-
lat
Thresh

Template
Thresh

Target
Thresh

Craters
Detec-
ted

Matched
Craters

Recall PrecisionF1

2 30 5 0.2 0.0035 301523 9145 0.385 0.01245 0.0208
2 30 1 0.5 0.0035 5304 9145 0.164 0.193 0.103
2 50 1 0.35 0.0035 106931 9145 0.2483 0.01154 0.0175
2 50 1 0.2 0.005 951593 9145 0.290 0.002 0.005

Table 2: Crater Detection Parameters Effect on Model Performance

(2019); Silburt et al. (2019)) use values as high as 0.1, the mean pixel value of model-
predicted images was just 0.0045, and the maximum pixel value was less than 0.007,
and so lower values were used as part of this research. The long lat thresh parameter
can also be seen to affect the number of crater detections as a larger threshold means
craters must be located further apart in order to be considered two distinct detections,
and so a higher threshold produces less detections which in turn results in lower recall
but higher precision and F1 values. In order to truly adjudge the potential and quantify
the optimal performance of these models on crater detection, each of these parameters
would need to be iterated over and the eventual results compared across all permutations
of parameter values. However, given that some of these parameters can take unbounded
values, the large number of possible increments in values, and the number of different
parameters, the time required to perform this parameter tuning quickly exceeds the max-
imum runtimes allowed by the Google Colab environment used as part of this research.
It is therefore possible that a tuned combination of parameter values exists that would
produce a significantly enhanced performance of the models, although further research is
required in order to determine this set of parameters.

5.3 Terrain Classification

Each of the 4 models (3 multi-task and here one single-task terrain classifier) were tested
using the testing set of images and the results are presented in Table 3. Firstly, while these
results appear to show some potential for classifying surface terrains, the performances of
all 4 models across each of the accuracy, recall, precision and F1 metrics are perhaps lower
than has been reported by researchers using similar approaches (Barrett et al. (2022)) and
there are a number of reasons which may account for this. In particular, unlike the task
of crater detection above, there is no readily available database of terrain classifications
for the Martian surface terrain created by domain experts to provide the “ground truth”

Model Performances on Terrain Classification Task
Model Accuracy Recall Precision F-Score
Single-Task 0.4195 0.4195 0.4195 0.4195
Independent Branches 0.3515 0.3515 0.3515 0.3515
Mixed Layers 0.3515 0.3515 0.3515 0.3515
Shared Layers 0.3515 0.3515 0.3515 0.3515

Table 3: Model Performances on Terrain Classification Task
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(a) Single-Task (b) Multi-Task: Shared Layers

Figure 11: Terrain Classification Confusion Matrices

terrain class labels. Instead, a simple unsupervised K-Means algorithm was fit to the
data and used to generate a set of 3 labels corresponding to flat, sloped and steeply
sloped terrains. Clearly, ground truth labels validated by domain experts would be more
desirable, and especially since these are supervised models, this likely has a direct negative
impact on the classification results. Furthermore, as discussed in the previous subsection,
given the RAM constraints in training the models, saving and reloading the models within
each epoch may also have an effect on the performances. Access to improved hardware
or using smaller training datasets may overcome this challenge.

Interestingly, the single-task model performed best with each of its metric results
almost 42% while all of the multi-task models recorded metric values just above 35%.
This may suggest that combining the two tasks into the multi-task models produced a
degradation in performance. However, this did not seem to be the case in the crater
classification task, and it is possible that alternative CNN architectures, such as the
AlexNet or U-Net as proposed by Schönfeldt et al. (2022) may correct this.

It is also perhaps unexpected to see that the multi-task models all perform such
that each of the accuracy, recall, precision and F1 metrics result in the same values.
This becomes clearer upon inspection of the confusion matrices of the models shown
in Fig 11. While the single-task model makes predictions across each of the 3 terrain
classes, the multi-task models appear to predict the same class regardless of the input.
This suggests the single-task model has learned the task better, which accounts for its
superior performance. However, it should be noted that since there are a significantly
larger number of trainable parameters in the multi-task model ( 10 million in the multi-
task compared to 3 million in the single-task model), it is possible that the multi-task
model may need significantly more training data or require additional training epochs in
order to adequately learn each task.

6 Conclusion & Future Work

This research work sought to address the research question of “How can multiple rather
than single classification techniques be used in machine learning models to better evaluate
Martian surface regions?” and did so by designing and implementing a novel multi-task
deep learning approach to the tasks of crater detection and terrain classification. While
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the performance of this approach may appear below that of the established single-task
models, the potential for using this type of model to evaluate regions of the Martian
surface on multiple classification techniques has been demonstrated and this constitutes
a significant contribution to the research literature.

The solution was developed by gathering publicly available data from the NASA
archive, applying class labels derived from the Robbins and Hynek (2012) database and
an unsupervised K-Means algorithm, designing a series of multi-task models and im-
plementing them in python and finally training and testing the models on the data.
While the single-task models were found to outperform the multi-task models in accur-
acy (37.6%) and recall (38.5%), the multi-task models recorded higher precision (5.52%)
and F1 scores (0.0215) in the crater detection task. The single-task model outperformed
the multi-task in all metrics in the terrain classification task. Despite this, the multi-task
models provide a viable means for evaluating surface regions on these two classification
techniques instead of single techniques in isolation.

Given the potential additional insights which may be gained by using a multi-task
model for this purpose, numerous identified points of future work are warranted. In
particular, retraining the multi-task models on the entire training set in each epoch using
upgraded hardware may improve these models’ performance. Additionally, a further
investigation and tuning of the parameters defining crater detections in predicted images
may also contribute to future improvements. Moreover, examining the results broken
down by crater sizes, and obtaining ground-truth labels for the terrain classification task
would also be beneficial and would likely produce superior models. Furthermore, since
the multi-task model architectures designed in this research work successfully produced
multiple classification outputs, it would be interesting to incorporate different model
architectures into the different branches and layers of the multi-task models. For instance,
this work utilised a UNET CNN architecture, but future work may investigate the use
of Alex-NET or Res-UNET architectures, as well as combining different architectures
within the model to perform each separate task. Finally, this work concentrated on two
classification tasks in the multi-task models, but the only upward limit on the number
of tasks which can be performed by the multi-task model is the number of trainable
parameters that can be handled. Therefore, future work should also seek to incorporate
more than two tasks into the multi-task models, such as the detection of not only craters
but perhaps valleys, dunes or mountains as well.
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