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1 Introduction 
 
The main purpose of this documentation is to compile  all the process that must be completed throughout the 
research project implementation and execution  stage. Core technologies , hardware, Library  Dependencies , 
software and  prerequisites are provided in order to replicate the research work in the future. This document 
covers all procedures that are required to run the code from end to end, this document also covers the 
deployment process.  
 
2 System Configurations  
 
2.1 Hardware Configuration 

 
2.2 Software Configuration 
 
This segment of the configuration offers details about the software which is used to carry out the study, as 
well as its specs. 
 
2.2.1 Google Colaboratory 
 
The entire dataset is uploaded to google drive and then the google drive is connected to the colab notebook 
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Figure 2: Mounting Google Drive on Google Colab 
 
After the above command is executed , there will be a pop up message which will ask us to confirm the google 
drive account which we want to mount to the google colab notebook. We have give some permissions so that 
google drive can be mounted to our Colab notebook. 
 
Colab GPU  
 
We will enable Google colab GPU using the below command. Google usually provide low power GPU for less 
intensive task 
 
 
2.2.2 Other Software Used 
 
In order to interact with Google colab we have used google chrome web browser and for report writing we 
have used overleaf which handles LeTex style reporting with ease. 
 

 
 

3 Data Preparation 
 
The dataset used for this research work is collected from RadiantMLHub portal. Which is an open library for 
satellite images taken from multiple satellite of different different location. 
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The images from the sentinel 2 satellite which belong from the same month are put into same folder having 
same time stamp. (March 22, May 31, June 20 and August 4) 

 

 
 
Reading the class of the crop type  

 
 
Calculating the spectral indexes using band 2, 3, 4 and 8 from the sentinel 2 images which are red, green , blue 
and near infrared wavelengths. First, we need to get the bands metadata and create an array from the images. 
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Calculating Vegetation Indexes from Images Bands  
 
We will now calculate the spectral indexes and concatenate them into 1 index stack. 
 

 

 
 



5 
 

 

 
 
 
 
The shapefile having labels are read into a geopandas dataframe just to check the irregularities in the 
geometries and also the local CRS is set. 
Information from the images having grayscale band are used to rasterize the polygons having labels. 
Reprojecting training data into local coordinate system is also performed here. 
 

 
 
 
The labeled images and index stack is converted into tiles of  224 x 224 
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Once the data is prepared, we will run the image processing workflow which will stitch all the information. This 
function takes time to run.  
 

 
 
Splitting the data into test and train set  
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Fetching the list of labels and image tiles pairs for training and testing  

 
 
 
 
 

Visualizing the data 
Visualizing the data to check if the original and mask images are loaded successfully  
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Output images  

 
 
 
 
 
As we can see the images are loaded correctly and the masked images are also showing correctly  
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The next function is designed to read the tiles in tensor of tenserflow  

 
 
 

Data augmentation 
 
Data augmentation is performed in the next few function so that we can increase the variance in the datasets 
images. 

 
 
Other than vertical and horizontal flipping the data is also scaled and resized . The next function does that. 

 
 
The next function helps to tie all the dataset processing function together  
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Configuration for the training , validation and testing of the augmented dataset is set below  

 
 

Defining the model  
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In this architecture, pretrained Mobilenetv2 is used as encoder instead of using encoder from the Unet  rest of 
the architecture remains the same as Unet. Figure 8 shows a graphical  depiction of the suggested model. The 
upsampling and downsampling parts are connected via a horizontal connector.   
 
Because there are ten possible labels for each pixel, ten channels are delivered. Consider this multiple class 
classification, where every pixel is divided into ten categories. 
 

 
 
As previously stated, the downsampling section is a  MobileNetV2 model that has been pre-trained and is 
alredy avaliable in the keras package tf.keras.applications. The encoder is made up of specified responses from 
the model's intermediate layers. During initial stage of training the encoder is not trained as a part of 
experiment  

 
 
The encoder or the upsampling section is built using tensorflow which are series of upsampling blocks  

 
 
Traning the model without Data Augmentation  
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 During training of the model the choice of loss function is focal loss. The reason of choosing this function as 
the loss function is explained in the main report. The output of the network consists of 10 channels. The model 
is trying to predict 10 classes and hence we have kept 10 channels  
 

 
 
Checking for class imblance  
 

 
 
Per-pixel accuracy will be used to understance the performance of the model during traning of the model. 
Focal loss is implemented and we have also used Adam optimiser so that we don’t have to face the issue of 
vanising gradiant desent  
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Making Prediction  
 
Now we will try and use the model with out traning the model with the crop dataset and we will also not be 
using the augmented data 

 
 
Output of the model 
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Training Model using Augmented data  
 
As we can see that the predicted Mask has a lot of noise and the accuracy and F 1score is also quite low , now 
we will train the model and using augmented data.  
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Predction after 100 epoch  
 

 
 
 
 
 
 
Few of the output results are shown below  
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Evaluation  
 
Next we have performed the evaluation of the model using the below funtion . In this we can calculated the F 
1 score and created a normalized confution matrix.  

 
 

 

 


	Because there are ten possible labels for each pixel, ten channels are delivered. Consider this multiple class classification, where every pixel is divided into ten categories.

