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Detecting Ships from Satellite Images using Deep
Learning Technique

Sneham Mukherjee
x19224826

Abstract

One of the most powerful and successful study areas in the marine surveillance
application is ship detection from satellite photos. Beyond that, the suggested
research will aid in the development of a powerful navy defense system, the tracking
of illicit sea route activities, the tracking of fishing ships, the detection of lost
ships, and so on. Detecting ship instances from satellite images is a challenging
job. This study will present a Faster R-CNN model architecture based on Feature
Engineering. Different types of augmentation techniques like Gaussian filter, Edge
detection, horizontal flipping, random cropping, scaling and changing the colour of
the image are used along with the Affine transformation. Adam Optimizer is used
to construct the model and Binary Crossentropy is employed as a loss function. The
model is trained with 50 epochs to get the best accuracy. The findings revealed
that data augmentation can aid in the improvement of the model’s performance.
The accuracy achieved from the model are 98.16% and 97.33% on validation and
test data respectively with a precision score of 0.9820 and 0.9736. The method
described in this research, when compared to the prior method in the literature
review, may considerably enhance the efficiency of ships detection in large aerial
photographs while also boosting accuracy in terms of accuracy.

Keywords— Satellite,Defence System, Faster R-CNN,Augmentation,Gaussian filter, Edge
detection,Affine Transformation.

1 Introduction

The demand for new strong technologies for ocean surveillance has risen significantly, widely in
the field of maritime security and maritime safety. The tracking of nearshore and coastal ships
is a tough process for a wide range of security and commercial applications. In the civil sec-
tor, ship recognition, for example performs a key supervisory role in monitoring and managing
marine traffic, transportation, trash dumping, and illegal trafficking. In the military, monit-
oring ship geolocation, size, direction, speed, and other facts can be used to detect whether
ship cross-border or other aberrant behaviours exist, improve the security of the coast and sea.
Remote sensing imaging technology has developed to the extent where it can now track the
whole surface of the ocean, sparking a surge in interest in research in aquatic target detection
and classification innovation. With the advent of sensor technology, more resources and fund-
ing have been invested to further research by the government. Due to many aspects such as
weather, climate, ship size, structure, and time expensive, ship detection systems using tradi-
tional methods faced a major hurdle. Because optical imaging images are more susceptible to
human visual interpretation, they are more successful for observing the earth’s dynamic surface.
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This deluge of new satellite images is surpassing companies’ ability to manually scrutinize each
image captured, prompting the use of machine learning, deep learning and computer vision
algorithms to aid in the analysis process.

To overcome the situation, Deep learning is introduced to resolve the issue and deliver
consistent outcomes. Deep learning boosts accuracy of classification of optical aerial images
without the need for manual feature extraction. Deep learning has received greater success in
object detection tasks primarily to the powerful feature extraction capabilities of convolutional
neural networks. Deep learning is used to address intricate complexities of computer image
processing (e.g. image colourization, identification, classification, segmentation and detection).
Convolutional Neural Networks for example, have pushed the frontiers of what is attainable by
enhancing prediction performance using vast volumes of data and huge computational resources.
Problems that were formerly thought to be unsolvable are now being tackled with superhuman
ability. Deep learning-based object detection algorithms are categorized into two types: two-
stage detection algorithms like Faster R-CNN and single-stage detection algorithms like SSD,
RFBNet, and YOLO. Single-stage detection algorithms have an absolute benefit in terms of
speed, however two-stage detection algorithms have a high localization accuracy. Both kinds of
methods are routinely used in applications such as automated driving, intelligent security, and
remote sensing detection. A good example of this is object detection. Since its reintroduction in
2012 by (Krizhevsky et al.; 2012), DL has conquered the domain due to the enhanced operational
excellence than traditional methods.

Figure 1: Satellite Image near the Harbour

Traditional ways of extracting artificial features are inefficient and have poor adaptability.
Previously, (Chen and Gao; 2018) proposed a Faster RCNN by changing the image aspect ratio
and by introducing Soft-NMS and boosted the performance of traditional Faster R-CNN to 77.7
percents in mAP.

This paper proposes deep learning technique Faster R-CNN based on features engineering
to detect the ships from the satellite images. This research paper’s conclusions will contribute
to the creation of a better naval surveillance system with better accuracy and will make it easier
to answer the research question.
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1.1 Research question

To what extent deep learning algorithm like Faster R-CNN can improve the efficiency in de-
tecting ships object from satellite images with the help of features engineering based on Data
Augmentation and Transformation.

1.2 Research Objectives

The study’s key goals are as follows:

• A comprehensive examination of existing work on ship detection.

• Detecting the ship and no ship from satellite images using Deep Learning Technique.

• Executing Faster R-CNN model with the help of feature engineering based on data aug-
mentation.

• Fine tuning the model during training phase to obtain a better effective model.

• Measuring number of epochs needed for better model performances.

The following is how this document is organized:

• Section 1 contains Introduction.

• section 2 contains the Related Works.

• section 3 contains the Methodology.

• section 4 contains the Design Specification of the model.

• section 5 contains the Model Implementation.

• section 6 contains the Evaluation and Result.

• section 7 contains Conclusion and Future Work.

2 Related Work

Past experiments employing multiple deep learning models and transfer learning methodologies
to detect and categorize ship objects from aerial and satellite photos are detailed below. These
studies are optimistic and valuable in bringing research forward in the right path.

2.1 Traditional Machine Learning Approaches for Image Clas-
sification and Detection

For maritime security, border control, and the security of numerous commercial sites, surveil-
lance is a major issue. To overcome this issue, (Dugad et al.; 2017) proposed a state-of-the-art
with the help of HOG and SVM. Their main motivation is to create model using machine
learning concept SVM to detect ships from pirate threats at the seashore. Initially, they have
divided the image into positive and negative samples so that SVM can use them to construct a
hyperplane which will act as a decision boundary. After that they have used HOG descriptor
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vector with SVM to calculate the positive and negative samples. With this experiment, the
authors have got a good accuracy in detecting ship candidates even in bad weather conditions.

In the paper, (Huang et al.; 2017) introduced a novel ship detection technique for detecting
ship objects from the aerial images using structured forest edge detection method integrated
with SVM. The main purpose of this technique is to create a good model on seascape images
which are mainly affected by sea-waves. Due to various shape and size of the images, the paper
emphasizes more on the region proposal extraction before doing classification. So they designed
an edge detection method as it requires a low number training set and then generates contours
by suppressing the background. On the images, they applied morphological processing and
SVM as a classifier to achieve a good result. The proposed method is evaluated on the basis of
Precision, Recall and False Alarm rate and compared with different model. The paper should
have used more data for the training and testing purpose in order to achieve a better accuracy.
The Precision, Recall and False Alarm Rate scores are showing as 86.67%,87.54% and 13.33%
respectively which is more effective on non-uniform satellite images with a tiny loss in recall
values.

In the paper, (Zong-ling et al.; 2019) proposed a novel methadology based on ML and
morphological matching and can be used in both static and real time ship target. Background
noise is suppressed to enhance the gray scale of the objects. The obtained region is detected
and then with the help of histogram variance comparison, target region and extracted target
region are differentiated. Finally, they applied machine learning network model like VGG16
for detection and classification of the ship objects. The efficiency of morphological matching is
60% whereas the efficiency of machine learning for target recognition is more than 60% with
a precision score of 0.97. Because of the complex background and high false rate, this model
is able to detect ship objects with good accuracy. But still there is a room for improvement.
Due to low resolution rate, there is a chance of overfitting. Also, network pruning is required to
reduce the amount of variables and processing time. The use of ship detection algorithm is an
important need for states. (Kartal and Duman; 2019) proposed a fast running ship detection
system from satellite images with the help of deep learning method and it is an open source
and named as Tensorflow Object Detection Application Programming (TODAPI). The system
does not require high configured hardware as it can work on a low configured machine also and
can be used as object detection API.

In ship detection study, the main challenge is low intensity images or an image with back-
ground noises and lead to difficulty in detecting ship objects from satellite images. To rectify
the issue, (Morillas et al.; 2015) introduced a new ML technique based on SVM with the help
of texture and colour features. They proposed a block divisions that segregates the images into
small pixel blocks with the parameter ship and no-ship. SVM is used to classify using texture
and colour features of each block. Then the classification is performed and detection method
is improvised with the help of reconstruction algorithm. It rectifies inappropriate block and
detect the correct one from them. The final model gives a precision score rate up to 96. 98%
with an accuracy of 98.14%.

2.2 Use of CNN in Detecting Ship Objects

Along with the exponential rise of deep learning, ship detection using VHR images is now a pop-
ular topic recently. A new novel Convolutional Neural Network method based re-normalization
method is introduced by the (Wang and Gu; 2018) in their paper. First, CNN is integrated to
detect the correct ship objects from the total images on the basis of rotation, location and scale
in groups. Now in order to achieve a uniform group, shape information is corrected with the
help of renormalization net. The proposed method achieves an accuracy of 95.6% with an IOU
of 93% in detecting ship candidates.

In order to predict ships in more diverse weather conditions, (Li et al.; 2021) in their paper
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introduced a novel CNN approach with the help of rotation bounding box. Some common
deficiency with CNN approaches is solved by this method. Initially, Rotated suggestions of
excellent quality with a dual-branch regression network are introduced and compared with other
models. The authors next introduced a unique multidimensional adaptive pooling strategy to
reduce the inconsistent sampling crisis created by classic pooling techniques and to integrate
multilevel characteristics, using a spatially unique pooling procedure. Finally, a comprehensive
study of the proposed techniques is held out, and the performance of the proposed model was
compared against some of the state of the art CNN derived models. Upon comparing the
proposed model found out to be more effective and efficient while classifying and detecting
ships over the CNN based models.

In the paper, (Wang et al.; 2021) put forwarded a novel solution based on Lightweight CNN,
and a unique Multi source Feature Cascade Decision. Firstly, they introduced an iterative
segmentation to pre-process the complex weather scenes. Secondly, they extracted the ship
objects with the help of multivariate Gaussian distribution to increase the recall. Then they
employed optical panchromatic data to facilitate in the training of restricted infrared data.
And finally, to eventually minimize false alarms, the specialized attributes from the proposed
model were used. Experimental results showed that their proposed method works well with
good accuracy and precision even in the bad weather conditions. The solution could be further
upgraded by adding more images as training dataset which can help to better generalization of
the model resulting in enhancing the accuracy.

A fluid weighted sampling and flexible threshold sliding multifaceted approach is presen-
ted by (Zhang et al.; 2021) to solve the prevalent problem of class imbalance in SAR image
ship object identification. Fluid weighted sampling is an information approach that only reg-
ulates the selection criteria during the learning phase, with no data distribution adjustments
made ahead of time. The flexible boundary shifting in the test phase just affects the through-
put percentages of Convolutional Neural Network and does not change their properties. As a
conclusion, their methodology is suitable for a wide range of the conventional Convolutional
Neural Network-based SAR visualization identification models. OpenSARShip dataset demon-
strates the accuracy of the author’s solution. Classical normalization strategies obtain training
accuracy of around 80 percent in the VH frequency and 78 percent with the VV frequency.
Also, during the validation phase, the proposed solution also yielded exceptional accuracy with
minimal loss.

2.3 Introduction of Transfer Learning and Different Network
Architecture in Detecting Ship Candidates

(Li, Guo, Gao and Chen; 2019) in their paper proposed a novel approach based on WHOG
features for ship detection. It discovers fixed resolution ships leveraging labeled ships at mul-
tiple resolutions. At different resolutions, the training and test samples support different dis-
tributions. Without conducting spatial alignment, the JDA approach incorporates statistical
modification. The proposed MA-JDA solution is provided as a workaround to overcome issues
with detecting ships with low resolution images. To optimize transfer learning performance, the
authors have hypertuned the inner parameters of the model and added additional layers to the
transfer learning model. While testing the model with fresh images, the test accuracy showed
an exceptional accuracy.

(Li, Ding, Zhang, Wang and Chen; 2019) in their project represents a new SAR ship dataset
of 2900 frames and 7524 ships under particular scenarios that is considered to be the benchmark
for classification and segmentation of boat images. ResNet is regarded as the most advanced and
up to date technology when it comes to domain of ship detection from areal images. On a test
set involving 580 frames and 1881 ships, their algorithm yields a 94.7 percent AP. In comparison
to YOLOv2 and VGG16, their solution delivers higher accuracy and training speed, indicating
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its efficiency.
More SAR photos are available than ever before since the debut of space-based satellites,

facilitating for dynamic ship surveillance. Object detectors in deep learning, such as ResNet,
FPN, YoLo, and SSD Net, enter the top performance. SSD algorithm outperforms YoLo in
order to get an enhanced, but it challenges to locate small targets such as SAR images. (Chen
et al.; 2020) developed an improved method to tackle this question. On the basis of the proposed
model by the researcher, a novel solution was constructed, with two different components. The
first component i.e., the deconvolution module was principally involved to incorporate high-level
contextual features to the low-level network’s feature evidence in order to maximize detection
accuracy. Because a predictive component, which is made up of residual networks, can extract
rich information and transmit it into classification and regression issues, they named it SSDv2.
The SAR-Ship-Dataset is used to test their algorithm. 102 Chinese satellite imagery, around
more than 100 Sentinel-1 satellite photos were trained to compile a SAR-Ship-Dataset. It is
thought up of 43,819 512-pixel range and azimuth ship chips. After running the model with
suitable number of epochs, the proposed model reached a decent score of 92% topping the
accuracy score of leading existing solutions in the domain of ship detection.

As a consequence of the rapid advancement of chip technology and the deep learning revolu-
tion, many ship detection frameworks for remote sensing radar pictures rooted on Convolution
Neural Networks have been designed and have achieved substantial trademarks. However, there
are challenges that are delaying their development: 1) Using strong connectivity to retrieve in-
formation for SAR ship identification is cost prohibitive since it adds to the compute burden
and increases the inference time investment; 2) Techniques with anchor being involved contain
a large number of hyperparameters that may be fine-tuned to achieve negative recognition rate.
This study designs a low, efficient ship detection network for SAR imaging to fix the problems.
To initiate, a basic U-Net is offered as the backbone for extracting the features. Most of the
transferred learning models used have 2.37 %, 0.76 %, 0.34 %, 1.01 %, 0.55 %, and 1.07 %
learnable weights, respectively. Furthermore, a model which uses no anchors was utilized the
results were compared with the first model. Extensive tests are performed and a more com-
prehensive set of analysis methods were used to gauge the efficiency of their strategy. On the
SSDD dataset, the suggested solution obtained sixty-eight percent average precision and sixty-
percent average recall, respectively (Mao et al.; 2020).

In the paper, CNN, ResNet, VGG, and DenseNet deep neural networks are used by (Ajay and
Raghesh; 2021). Here, a segmentation data pre - processing technique was employed. To identify
the optimal model, the F2-score of the model is assessed with and without segmentation. The
accuracy of the CNN algorithm that has been trained was 0.73. The accuracy of the transferred
learning ResNet50 model with classification, which also was evaluated on the training data, was
0.86. After segmentation, all of the models achieved a higher accuracy metric in boat image
classification. Due to the model’s exceptional accuracy while working with new and untrained
data, this proposed framework has become a go-to tool in the area of satellite image detection.

2.4 Advent of R-CNN in the field of ship detection study

(Wei et al.; 2020) in their paper introduced a mage preprocessing method for remote sensing
ship photos. Prior to ship detection, the dark channel analyzes the dehazmg input photo, and
then the grey world technique is employed to calibrate the dehazmg image’s color stability. The
aspect ratio of the anchor has been presented for different for the ship’s geometric properties.
Dilated convolution enhances the Faster R-CNN detection framework. The proposed strategy
enhances the convolution layer’s receptive field. Finally, an image preprocessing algorithm and
a ship detection network are coupled into a remote sensing ship detection software platform and
achieved an accuracy of 70.85%.

Identification approaches built on DCNNs that are currently available in the nearshore ship
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classifier devote low priority to the reduction of erroneous onshore alarms. Even if the learning
algorithm has a high detection accuracy, numerous boat shaped images, such as docks, rooftops,
and roadways are all considered as potential subjects of attention with a high possibility of
occurring in real life.. In fact, integrating scene information to exclude the non-target area
helps the user to locate targets. In this research (You et al.; 2019), a Scene Mask R-CNN-based
DCNN-based ship tracking algorithm is designed to decrease onshore erroneous alerts. The R-
CNN system is a complete system with 4 segregated systems, each with its own function. The
image data is necessary to aid the detection method, which includes non-target zone exclusion
based on the scene segmentation sub-network. The model performed decently with training
data, however grappled while performing segmentation in naive data.

(Ke et al.; 2021) presented a revised Faster R-CNN which incorporates flexible convolution
to boost the network’s power to predict geometric transformations of structure ships, yielding in
a 2.02 percent increase in mAP over Faster R-CNN. Unlike their model, which only uses resolved
convolution in high-level layers, our improved Faster R-CNN uses non - rigid convolution in high-
level layers to better extract the feature of shape-changeable ships, which has proven effective
in our their experiments and will be further researched with visualization techniques in future
work.

A CFAR method is being used in the paper by (Kang et al.; 2017) to enhance the productiv-
ity of the Faster R-CNN in the areal image identification challenge. VGG16 collects image fea-
tures from satellite pictures and stores them in the RPN to provide area suggestions. Second, to
calculate classification metrics and modified cluster centres, the Fast R-Convolution Neural Net-
work uses region suggestions and feature maps. Finally, a novel image detector algorithm is used
to choose the edges with the lowest classification score. Finally, the detection results include
the results of the CFAR detector and targets with a high categorization score. Experiments
involving SAR photo shows that integrating pixels-based detection with extensive attributes
can enhance the levels of multidimensional boat identification and classification. Faster R-CNN
fails to detect some small objects, resulting in a relatively poor detection rate in this study.
As a result, one area of future work that can be completed is fine-tuning the model using data
augmentation.

3 Methodology

To achieve the goals and answer the questions of this study, the proposed methodology will be
used to recognize ship objects from satellite photos as indicated in the figure.

3.1 Data Gathering and Understanding

The accurate knowledge of the data must be acquired before the model framework creation.
The dataset was obtained from Kaggle 1, a public resource that includes 4000 (80X80 RGB)
pictures in a zip format. The images were taken from Satellite among them 3000 are labeled
as ”no-ship” and 1000 are labeled as ”ship” The pictures are exported as.png files. Together
with the data list, each image is stored as a list of 19200 integers. The first 6400, second
6400, and third 6400 entries, respectively, contain red channel, green channel, and blue channel
values. The photos are presented in a row-by-row fashion. The ship image dataset also includes
elements such as varied shapes, dimensions and weather conditions.

1https://www.kaggle.com/rhammell/ships-in-satellite-imagery
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Figure 2: Research Methodology

3.2 Data Pre-Processing

Satellite pictures are impacted by weather and environment. As a result, the image has a lot of
background noise by default. For this reason, Gaussian filter is used to eliminate background
noise.

To keep the model from overfitting and underfitting, data augmentation is used. Horizontal
flipping, random cropping, scaling, edge detection and changing the color of the image will
increase the diversity of the training sample for low detection data. In terms of visualization,
affine transformation is used to extend satellite images with diverse angles.

One hot encoder is used on labels numpy array with the help of to categorical using Keras.
This eliminates any unwanted bias in the dataset by bringing all categories on anequal footing
in terms of labels.

3.3 Data Splitting-Training, Validation and Testing

The pictures and labels arrays are randomly mixed using the same seed value of 42 instead of
train test split. This retains the pictures and their labels linked even after they’ve been shuffled.

The training and validation datasets are used to train the model, whereas the testing dataset
is used to test the model on data that hasn’t been seen before. Because the model has never
seen this data before, it is used to realistically simulate prediction. It enables the developers to
assess the model’s robustness.

Splitting of Data

• Training-70 percent

• Validation-20 percent

• Testing-10 percent

4 Design Specification

Deep Learning technique Faster R-CNN is implemented to carry out the research work. This
section explain the architecture of the model. Python Jupyter Notebook is employed as the
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fundamental tool to carry out the research for its ease of use and the utilization of different
libraries such as Keras, TensorFlow, Seaborn, tqdm, Sklearn, and Matplotlib that are used to
efficiently obtain the ability and build models. Jupyter Notebook is used for pre-processing and
implementation. The output is then represented using the python matplotlib tools, Seaborn
tools to help us to efficiently examine the model.

4.1 Faster R-CNN with RPN

The feature map produced by the convolutional layers is used for image detection in images using
Faster R-CNN, i.e., the model drops the layers after the final convolutional block and passes
the generated feature map to a Regional Proposal Network, which can either use a vanilla
CNN model with fully connected layers or a Logistic Regression, Support Vector Machines, or
Random forests.

• conv block: The convulotional layer, batch normalization, and activation layers are all
components of this function. The developer defines the number of filters, kernel size, and
measures to be taken. This allows a developer to design the model without having to
manually write the same lines. It also incorporates Python’s OOPs principles, which are
encouraged over C-style programming.

• basic model: Using the previous algorithm, max pooling layers and dropouts, this function
builds the model. A flatten layer is added after the requisite number of convolutional
layers, along with dense layers, so that the image may be identified. The flatten layer
transforms the feature map provided by the convolutional layers into a single classifying
column.

Figure 3: Working principle of Kernel in CNN

4.2 Explanation of Features

• Conv2D- The number of filters dictates what the convolutional layer learns in this 2-
dimensional convolutional layer. The larger the number of filters deployed, the more data
is obtained.

• MaxPooling2D- This minimizes the feature space of the convolutional layer’s feature map
without reducing range information. This boosts the model’s stability significantly.

• Dropout- This removes a percentage of links between neurons in multiple stages that the
user specifies. This makes the model extremely stable. It may be used in both fully linked
and completely convolutional layers.
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Figure 4: Faster R-CNN Model Architecture for Ship Detection

• BatchNormalization- The values in the hidden component of the neural network are stand-
ardized in this layer. This is comparable to how machine learning algorithms implement
MinMax/Standard scaling.

• Padding- This applies zeros to the feature map/input image, keeping border features to
persist.

5 Implementation

This section offers details on how the Faster R-CNN model is used to recognize ship and non-
ship objects in satellite photos. Due of the lack of ship object photos, training deep learning
models from scratch demands a vast quantity of data. A feature engineering approach is used
to train both the models and boost performance.

5.1 Environment

The project’s data loading, pre-processing, feature extraction, and evaluation are done in
Jupyter Notebook.The host machine is Lenovo Yoga laptop with processor Intel(R) Core(TM)
i7-1065G7 CPU @ 1.30GHz 1.50 GHz, RAM 16.0 GB and 64-bit operating system. And the
important library used are matplotlib,seaborn,sklearn and tensorflow.keras.

5.2 Data Augmentation and Transformation

Bar plot and Pie Chart are drawn to find the count of the images per class and to find the
percentage of class distribution respectively in the dataset.
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Figure 5: Bar Plot and Pie Plot of the unbalanced dataset

Because of imbalance in the dataset, the minority class is upsampled by randomly duplicat-
ing frames until the two sets have a normal proportion in the dataset. After then, the dataset
will be partitioned into training, validation and testing sets by shuffling them randomly and
then splitting them.

Another approach is to provide class weights to each individual class. The exact class weight
is applied to each class. The greater the penalty, the higher the class weight. A larger penalty
is applied to classes with a lower percentage. This enables the model to aggressively penalize
itself if the class detected is erroneous.

With the help of iaa library in python, below tasks as a part of augmentation have been
done:

The visuals in the ship class are augmented and then stored in the dataset to verify that
almost all of the classes are represented equally. The current class ratio is 1:3, which means
that for every image in the ship class, there are three images in the no-ship class. To counteract
this, two enhanced images for each original image of the ship class are created. The dataset is
balanced as a result of this.

Set AUGMENTATION to True if dataset augmentation is required. This will help to balance
the dataset by adding minority classifications. Set AUGMENTATION to False to train with
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class weights.

Figure 6: Pie chart after augmentation of the dataset

From the bar and pie plot as shown in figure 6, it can be seen that the dataset is balanced.
The Up-sampling technique helps in balancing the data equally before split into training, val-
idation and test data. Each class contain 3000 images of ship and no-ship images.

One hot encoder is used on labels numpy array with the help of to categorical using Keras.
This eliminates any unwanted bias in the dataset by bringing all categories on an equal footing
in terms of labels.

5.3 Model Creation

• Input Block: The Input Keras layer is used to establish an input layer, and it defines the
number of neurons in the input layer. To ensure that border characteristics are not lost,
ZeroPadding is applied to the input image.

• Block 2: The first convolutional layer commences with 16 filters and a kernel size of (3,3),
as well as strides (2,2). The output does not change spatially until the next block in
which MaxPooling occurred since the padding is maintained constant.

• Block 3-4: Both have the same structure, with a convolutional layer, MaxPooling, and
Dropout layers.

• Output Block: The feature map developed by the previous convolutional layers is flattened
and then categorised using a Dense layer with the number of classes included in the dataset
and sigmoid as the activation function.

5.4 Training Faster R-CNN

Faster R-CNN model is trained using the training and validation set. The Adam optimizer is
used to construct the model, and the learning rate is set to 1e-3. Because there are just two
classes, Binary Crossentropy is employed as a loss function. With a batch size of 16, the model
is trained for 50 epochs. TensorBoard logs are preserved in the logs directory and the best
model weights are maintained in the file. The learning rates are determined after a substantial
percentage of trail runs and an investigation of the model’s losses. The best epoch was chosen
after training the model for 50 epochs on the basis of training accuracy, training loss, validation
accuracy and validation loss.
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Figure 7: Summary of Faster R-CNN Model

6 Evaluation

It is critical to evaluate the model’s performance after it has been correctly implemented. This
section focuses on the model’s study as well as all of the aspects that have been fine-tuned in
order to obtain the optimal model for this study research. During the assessment phase, the
losses and accuracy of the process are evaluated for each epoch for the model. The charts of
accuracy and loss are shown. To acquire a true positive and true negative result, confusion
metrics are computed.

6.1 Training Accuracy, Training Loss, Validation Accuracy, Val-
idation Loss

Table 1: Training Accuracy, Training Loss, Validation Accuracy, Validation Loss

Epoch Training Accuracy Training Loss Validation Accuracy Validation Loss
1st 0.7934 0.4475 0.7942 0.4443
10th 0.9274 0.1825 0.9600 0.1211
20th 0.9529 0.1298 0.9808 0.0773
30th 0.9648 0.0966 0.9667 0.0878
40th 0.9743 0.0770 0.9808 0.0507
48th 0.9765 0.0841 0.9817 0.0621

From the table, it can be seen that at 1st epoch, the training accuracy and validation
accuracy was 0.7934 and 0.7942 respectively and they are increasing after every 10 epochs as
shown. Whereas the training and validation loss are decreasing steadily. At 48th epoch, the
highest accuracy for both training and validation is achieved with a score of 0.9765 and 0.9817
respectively with a lowest loss. Thus it can be said that the model fitted well.
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6.2 Plotting Accuracy VS Loss

Accuracy is a criterion for assessing the classification results. In most cases, it’s given as a
percentage. The frequency of forecasts when the calculated return is equal to the true value is
known as accuracy. For a particular section, it is binary. During the learning phase, accuracy
is typically graphed and monitored, nevertheless the value is frequently related with the overall
or final model accuracy. Loss is more hard to comprehend than accuracy.

A loss function, also known as a cost function, examines the certainty or probability of a
predictions based on how much it ranges from the true value. This produces a more nuanced
picture of the model’s efficiency.

Figure 8: Training and Validation Accuracy and Loss with respect to Epochs

From Figure 8, it can be seen that Train loss and Validation Loss are decreasing steadily
after each epoch. Also at the same time Train Accuracy and Validation Accuracy are increasing
steadily which means the model fitted well and there is no chance of overfitting and underfitting.

6.3 Confusion Matrix for Validation data and Testing data

A confusion matrix shows how well a classifier performs when given some truth values or cases.
True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) are the
four components of a confusion matrix. We need to specify some threshold (say alpha)based on
IoU to define all the components.

• TP: This is an example of the classifier correctly predicting positive when the truth is
positive.

• FP: This is a wrong positive detection

• FN: This is an actual incident that the classifier failed to detect.

• TN: Given that the actual case is also negative, this measure predicts a negative detec-
tion. This metric does not apply to object detection because there are numerous possible
predictions that should not be spotted in an image. As a result, TN includes all probable
inaccurate intercepts that were missed.

Figure 9 depicts the confusion matrix of validation and test data. It can be seen that most
of the prediction value are in True Positive and True Negative for both validation and test data
which means most of the time, the model is making true prediction rather than false prediction.
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Figure 9: Confusion Matrix for Validation data and Testing data

6.4 Recall,Precision and F1 Score 2

• Precision refers to a classifier’s ability to recognize only relevant things. It’s the percentage
of positive predictions that are correct.

• Recall is a metric that gauges a classifier’s ability to find all relevant examples (that is,
all the ground-truths). It’s the percentage of true positives found in all ground-truths.

• F1 score is harmonic mean of recall and precision.

Table 2: Recall,Precision and F1 Score

Metrics Validation Test
Accuracy 0.9816666666666667 0.9733333333333334
Weighted F1 Score 0.9816674814905351 0.9733107241267752
Weighted Precision Score 0.982017368403507 0.9736361502609786
Weighted Recall Score 0.9816666666666667 0.9733333333333334

From the table, it can be said that model is able to detect and identify ships from the
satellite images accurately with few wrong detection and thus the model is well balanced and
can be considered well fitted model.

2https://towardsdatascience.com/confusion-matrix-and-object-detection
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Figure 10: Actual vs Prediction

6.5 Detection of Ships on Random Images

During the testing and validation phase, the model was able to detect ships successfully. Follow-
ing are some examples of outcomes generated by our algorithm during testing and validation.
As seen in Figure 11, this model can handle both small and large ships in the test dataset. It
can also recognize many ships in a single image. Ship detection on the validation set is also
performing well. In a few photos, the model generates a few false alarms due to irregular surface
and waves.

Figure 11: Model testing on random photos
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6.6 Discussion

The goal of this work is to evaluate the newly proposed Faster R-CNN employing Feature En-
gineering based on Data Augmentation and Transformation, which was inspired by the studies
in the SAR detection area that were reviewed in the literature review. The investigation be-
gins with the gathering information from satellite photos of ships and their objects. The most
relevant study which is related to this research work was conducted by (Wei et al.; 2020) and
(Kang et al.; 2017) . As per (Kang et al.; 2017), Faster R-CNN failed to detect some small ob-
jects, resulting in a relatively poor detection rate in their study. The major difference between
proposed model and the model implemented by (Kang et al.; 2017) is the lack of use of data
augmentation and Transformation. Research conducted by (Wei et al.; 2020) achieved an ac-
curacy of 70.85%.A deep learning model’s efficacy can be boosted by data augmentation. In
the project, data augmentation like Gaussian filter, Edge detection, horizontal flipping, random
cropping, scaling and changing the colour of the image are used to have better accuracy. Also,
Affine transformation is used to correct the geometric distortions that occur with non-ideal
camera angle. The proposed model achieved an validation and Test accuracy of 98.16% and
97.33% respectively with 50 epochs which is much higher than the study conducted by (Wei
et al.; 2020). Overall, the model is able to perform well in detecting ships from satellite images
and answer the research questions.

7 Conclusion and Future Work

In this paper, Feature Engineering based on Data Augmentation and Transformation is em-
ployed to improve the performance of Faster R-CNN in detection of Ship images. Different
types of augmentation data like Gaussian filter, Edge detection, horizontal flipping, random
cropping, scaling and changing the colour of the image are used along with the Affine trans-
formation. The findings revealed that data augmentation can aid in the improvement of our
model’s performance. The proposed model achieved an accuracy of 98.16% and 97.33% on val-
idation and test data respectively with a precision score of 0.9820 and 0.9736. The suggested
study’s findings will aid in the development of a robust marine surveillance system with high
detection efficiency.

As a part of future work, more data needs to be used for training and testing purpose and
thus high configuration machine is needed. Different types of optimizer needs to be implemented
to minimize model loss at training and validation phase. Also, my target is to detect moving
ship objects using Deep Learning techniques.
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Morillas, J. R. A., Garćıa, I. C. and Zölzer, U. (2015). Ship detection based on svm using
color and texture features, 2015 IEEE International Conference on Intelligent Computer
Communication and Processing (ICCP), pp. 343–350.

Wang, N., Li, B., Wei, X., Wang, Y. and Yan, H. (2021). Ship detection in spaceborne infrared
image based on lightweight cnn and multisource feature cascade decision, IEEE Transactions
on Geoscience and Remote Sensing 59(5): 4324–4339.

18



Wang, T. and Gu, Y. (2018). Cnn based renormalization method for ship detection in vhr
remote sensing images, IGARSS 2018 - 2018 IEEE International Geoscience and Remote
Sensing Symposium, pp. 1252–1255.

Wei, S., Chen, H., Zhu, X. and Zhang, H. (2020). Ship detection in remote sensing image
based on faster r-cnn with dilated convolution, 2020 39th Chinese Control Conference (CCC),
pp. 7148–7153.

You, Y., Cao, J., Zhang, Y., Liu, F. and Zhou, W. (2019). Nearshore ship detection on high-
resolution remote sensing image via scene-mask r-cnn, IEEE Access 7: 128431–128444.

Zhang, Y., Lei, Z., Zhuang, L. and Yu, H. (2021). A cnn based method to solve class im-
balance problem in sar image ship target recognition, 2021 IEEE 5th Advanced Information
Technology, Electronic and Automation Control Conference (IAEAC), Vol. 5, pp. 229–233.

Zong-ling, L., Lu-yuan, W., Ji-yang, Y., Bo-wen, C., Liang, H., Shuai, J., Zhen, L. and Jian-
feng, Y. (2019). Remote sensing ship target detection and recognition system based on
machine learning, IGARSS 2019 - 2019 IEEE International Geoscience and Remote Sensing
Symposium, pp. 1272–1275.

19


	Introduction
	Research question
	Research Objectives

	Related Work
	Traditional Machine Learning Approaches for Image Classification and Detection
	Use of CNN in Detecting Ship Objects
	Introduction of Transfer Learning and Different Network Architecture in Detecting Ship Candidates
	Advent of R-CNN in the field of ship detection study

	Methodology
	Data Gathering and Understanding
	Data Pre-Processing
	Data Splitting-Training, Validation and Testing

	Design Specification
	Faster R-CNN with RPN
	Explanation of Features

	Implementation
	Environment
	Data Augmentation and Transformation
	Model Creation
	Training Faster R-CNN

	Evaluation
	Training Accuracy, Training Loss, Validation Accuracy, Validation Loss
	Plotting Accuracy VS Loss
	Confusion Matrix for Validation data and Testing data 


