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1 Introduction

All the requirements for reproducing the research and its outcomes on any individual
environment are contained in the configuration manual.This document includes the soft-
ware and hardware requirements, as well as code for Data Import and Preprocessing,
Exploratory Data Analysis, all models built, and Evaluation.

In Section 2, you will find information about the configuration of the environment.The
data collection process is described in Section 3.In section 4, data exportation is discussed,
including import of libraries, import of datasets, data pre-processing, and exploratory
data analysis.Section 5 explains how the training and testing phases are divided and how
features are selected.Models, results, and visualizations are described in Section 6.

2 Environment

Detailed information about the hardware and software requirements to implement the
research is provided in this section.

2.1 Hardware Requirements

Here are the hardware specifications needed, as shown in Figure 1 and Figure 2.The
Apple M1 chip features four performance and four efficiency cores, 8 GB of unified RAM
memory, MAC OS 12.3.1, and a 512 GB SSD.

Figure 1: System Hardware Overview
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Figure 2: System Software Overview

2.2 Software Requirements

• Python (Version 3.7.13)

• Google Colab

3 Data Collection

Kaggle is the source of the dataset.Here is a link to the dataset: https://www.kaggle.
com/datasets/blastchar/telco-customer-churn?sortBy=hotness&group=everyone&

pageSize=20&datasetId=13996&language=Python. The dataset contains 7043 rows and
21 columns.

4 Data Exportation

4.1 Importing Libraries

In Figure 3, you can find all Python libraries you need to implement the entire project.

Figure 3: Required Python Libraries
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4.2 Importing Dataset

Code to import datasets is shown in Figure 4.

Figure 4: Importing Dataset

The code for reading the dataset is shown in Figure 5.

Figure 5: Reading Dataset

4.3 Exploratory Data Analysis

A code for visualizing the count of senior citizens can be found in Figure 6.

Figure 6: EDA For Senior Citizen attribute

In Figure 7, the code is shown for visualizing all other attributes of the data.

Figure 7: EDA for All the other attributes

Our target attribute of our data that is churned is represented in Figure 8.

Figure 8: EDA for Target attribute
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4.4 Data Pre-Processing & Transformation

Based on Figure 9, the only attribute with null values is ’Total Charges’.We replaced
these null values with the mean of Total Charges.

Figure 9: Print the Null Values

Data outliers are checked using the code shown in Figure 10.

Figure 10: Outliers check

A balanced data set is necessary for better results.Figure 11 depicts the code for
balancing the dataset.
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Figure 11: Balancing data using SMOTE

5 Data Preparation

5.1 Data Splitting

As shown in Figure 12, below, the training and testing phases are divided 80:20 in the
code.

Figure 12: Data Split in Train and Test

5.2 Feature Selection

Figure 13 represents the code for selecting the most correlated features.Those features
which are considered are denoted as True, while the rest are denoted as False.

Figure 13: Feature Selection

Figure 14 and Figure 15 show the code of RandomizedSearchCV for the gradient
boosting model, which was used to achieve the best hyperparameters.

Figure 14: Hyper-parameter Selection for Gradient Boosting
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Figure 15: Print Hyper-parameters

6 Model Implementation & Evaluation

All models are implemented and evaluated in this section.

6.1 Logistic Regression

Figure 16: Code for Logistic Regression Model

Figure 17: Classification Report and Confusion Matrix for Logistic Regression Model
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6.2 Random Forest

Figure 18: Code for Random Forest Model

Figure 19: Classification Report and Confusion Matrix for Random Forest Model

6.3 Decision Tree

Figure 20: Code for Decision Tree Model
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Figure 21: Classification Report and Confusion Matrix for Decision Tree Model

6.4 Gradient Boosting

Figure 22: Code for Gradient Boosting Model
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Figure 23: Classification Report and Confusion Matrix for Gradient Boosting Model

6.5 Hybrid Model

Figure 24: Creation of 5 instances for Decision Tree Model, Random Forest Model and
Gradient Boosting Model
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Figure 25: Code for Hybrid Model

Figure 26: Classification Report and Confusion Matrix for Hybrid Model
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