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Manish Kumar Mittal
x20185596

Abstract

Telecommunication industry is among few industries with high technological
dependency. Companies are struggling to retain their performance. For this, cus-
tomer churn prediction becomes crucial way to predict customer’s information for
decisions. Therefore, the study has focused on customer churn prediction the effi-
cient role of machine learning and hybrid modelling techniques. Gradient boosting,
random forest, decision tree and logistic regression has been used as machine learn-
ing techniques along with hybrid modelling. RandomizedsearchCV was used to
improve gradient boost performance. Synthetic Minority Oversampling Technique
was used to improve Knowledge Discovery in Databases for better results. The
study results are evaluated based on confusion matrix and compared based on ac-
curacy, precision, recall and fl score. Gradient boosting outperformed all other
models by achieving 96.81% of accuracy.

Keywords— Customer Churn, Classification, Decision Tree, Random Forest, Logistic Re-
gression, Gradient Boosting

1 Introduction

The telecommunication industry has recorded massive growth in modern times|Mishra and Rani
(2017). The increased use of telecommunication channels has increased telecommunication value
in society. Globally, the telecom industry has provided a plethora of assistance to both the public
and private sectors. In the telecom industry, market competition has significantly increased.
Telecom companies are finding it difficult to retain their position in the market [Amin et al.
(2017). The changing market dynamics and uncertain market condition has been one major
challenge for telecom companies. To overcome the market issues, companies are engaged to
compensate for the market impact through customer satisfaction. The possibility of customer
satisfaction is aligned with customer attraction and trust in the company’s services Huang et al.
(2012).

Moreover, the increased value of the telecom industry is aligned with customer satisfaction.
Telecom companies focus on customer retention due to increased competition in the market.
More and more companies mean more competition. Therefore, companies are bound to make
effective customer retention strategies for better performance within the industry. Increased
technology has integrated customers within the management. To ensure an effective customer
management system (CMS) customer churn analysis are crucial for the companies |[Lu et al.
(2012). This indicates that customer churn analysis plays a significant role in good customer
relationships in the telecom industry. Telecom companies are facing rigorous problems of churn
and customer relationship management |Amin et al.| (2020).



Additionally, customer behaviour is uncertain Prashanth et al. (2017)). The changing nature
of customers’ behaviour, the unpredictability of product retention and the changes in customer
purchasing intentions are key challenges for telecom companies. To overcome these issues, tele-
com companies use different techniques to analyze customer churn. The induction of technology
in the industry has massively contributed to customer churn analysis |Li et al.| (2014). Com-
panies prefer using advanced technologies such as machine learning techniques for customer
churn analysis to predict customers and make strategies accordingly. The survival approach in
the competitive environment has forced companies to retain their existing customers |[Rai et al.
(2020)). Customer retention has become a major objective for telecom companies in modern
times Dahiya and Bhatia (2015)).

Keeping the significance of customer churn analysis and machine learning techniques, the
study has focused on identifying the role of machine learning techniques in customer churn
prediction. The study has used different machine learning techniques to identify the role of
machine learning and hybrid modelling techniques in customer churn evaluation or prediction
in the telecom industry. The entire study has used a scientific approach to achieve study
objectives.

1.1 Background and Motivation

Different studies have been conducted on customer churn prediction so far. Huang et al.| (2012])
worked on customer churn prediction to land-line customer retention. They used Henley seg-
mentation to identify customer-related issues and provide land-line companies with a chance to
retain its customer in the future. Their study used machine learning algorithms for landline
customer churn prediction. They concluded that customer churn prediction results through
machine learning algorithms are highly effective.

Hereafter, Lu et al. (2012)) worked on identifying the impact of digital systems and techno-
logical information in the telecom industry. They highlighted the importance of digital trans-
formation to form a digital customer relationship management system (CMS) for the telecom
industry. The overall study was based on CMS formation to provide an effective platform
for customer retention in the telecom industry. The link between digital systems and digital
customer relationship management systems (CMS) has been an important factor for the com-
pany’s HR management to form effective strategies related to customer retention. Further,
Dahiya and Bhatia (2015) used WEKA software to determine the role of Decision tree and
Logistic regression in customer churn prediction in the telecom industry.

Vafeiadis et al. (2015) worked on customer churn prediction using a cross-validation ap-
proach. Their study worked on datasets that best suites customer churning datasets. They also
concluded that machine learning techniques have a high accuracy rate in customer churn pre-
diction in the telecom industry. Dalvi et al. (2016) also conducted a similar study on customer
churn prediction in the telecommunication industry. They also highlighted the importance of
customer retention and its impact on company performance. They used different machine learn-
ing algorithms such as decision trees and logistic regression to identify their role in customer
churn evaluation and assessment.

Coussement et al. (2017) study used machine learning techniques in data preparation for
customer churn in the telecom industry. Their study used the KDD data mining method for
data preparation. [Zhao et al.[(2021) conducted a similar study in China telecom industry, they
focused on customer churn using china telecom datasets. Similarly, Kisioglu and Topcu| (2011)
used the Bayesian neural technique for customer churn datasets in Turkey. De et al.| (2021)
used different machine learning techniques to predict customer churn with altered features. [Yu
et al.| (2018]) conducted a similar study, however, it used an optimization-based bp network to
predict customer churn. [Sharma et al.| (2020) used the gradient boosting technique for customer
churn prediction on telecommunication industrial datasets to find results. |Mishra and Reddy



(2017) conducted a comparative study on different classifiers in machine learning techniques.
The comparison focused on customer churn predictive datasets.

Amin et al.| (2017)) worked on customer churn prediction using rough set theory (RST). Their
study adopted a rough set approach to extract data and provide decision making information on
customer churn and non-churn. Their study used exhaustive, Genetic and covering algorithms
to bring efficiency to the data extraction process. effective dimensionality reduction method is
crucial in the telecom industry for customer churn prediction Yihui and Chiyu (2016).

Keeping this into consideration, machine learning techniques and their innovative approach
to predict customer churn has gained wide attention. Customer churn prediction in the telecom-
munication industry needs to have machine learning techniques to predict customer churn data
and make effective decisions. Therefore, this study is focusing on the use of machine learning
techniques to test its prediction role in customer churn. For this, the study has included ma-
chine learning algorithms such as Logistic Regression, Random Forest, Decision Tree Classifier,
and Gradient Boosting Classifier and hybrid modelling to analyze customer churn.

1.2 Research Question

The research question of the study is “How machine learning and hybrid modelling can predict
and analyze customer churn and develops customer retention program in the telecommunication
industry”?

1.3 Research Objectives

Following are key research objectives.

e To analyze customer churn behaviour in the telecom industry using machine learning al-
gorithms such as (Logistic Regression, Random Forest, Decision Tree Classifier, Gradient
Boosting Classifier).

e To predict customer behaviour in the telecom industry using hybrid model of (Random
Forest, Decision Tree Classifier and Gradient Boosting Classifier).

e To develop a focused customer retention program in the telecommunication industry using
machine learning algorithms.

1.4 Research Outlines

The overall study outline is based on seven different sections. Each section covers one part of
the entire study. In section |1} the study has discussed a basic introduction related to customer
churn and machine learning techniques. Through the introduction, a logical connection has been
formed between customer churn analysis and machine learning. The section has also discussed
study objectives and study questions. The background and motivation sub-section provides an
overall view to the reader.

In the section [2] related work with customer churn analysis and machine learning has been
discussed. All the related work has been critically reviewed on justifiable grounds for this study.
Further, the study has focused on the literature gap to provide reasons for conducting this study.
The research gap has critically identified all major loopholes in the previous work.

In the section [3] the research methodology has been discussed with proper justification
about why the methodology has opted for customer churn analysis. The section {4 of the study
covers design specifications for customer churn analysis using machine learning techniques.
The section [5| covers, the implementation and evaluation of the entire design. The section is
crucial for reliable results. The section [0] is based on a comparison of results. Lastly, section



provides a conclusion and discussion of the role of machine learning techniques in customer
churn prediction. Future work has also been discussed in this section.

2 Related Work

The relevant work section contains a critical review of all related work with machine learning and
hybrid modeling in customer churn prediction.As part of the critical review, previous research
has been analyzed to justify the validity of this study.A hybrid model and machine learning are
the two sections of related work.

2.1 Machine Learning Techniques & Customer Churn Predic-
tion

Huang et al.| (2010)) focused on the multi-objective feature selection method for customer churn
prediction in the telecommunication industry. The study mainly used NSGA-II as a key op-
timization factor. To critically analyze, it is pertinent to mention that the basic idea behind
the use of the NSGA-II optimization method is to focus on all the customer features with
different sizes and values. The issue with NSGA-II algorithms or approach is that it requires
elitist principles or features to optimize the process. In customer churn prediction, the elitist
principle can be population for different aspects. On the other hand, using NSGA-II can have
an affirmative role in diverse feature selection. Another study by Huang et al. (2012)) focused
on landline customer churn prediction through machine learning techniques. The study used
different landline features to identify customer churns such as monthly billing details of the
customers, line information, bill and payment channels, account-related information services
information, complaints information and overall demographic information. To evaluate, their
study has inducted 6 different features for customer churn prediction. The use of this feature
allowed them to use multiple machine learning and deep learning techniques for valid results.
However, the issue with the use of multiple machine learning techniques for customer churn
prediction is that possibility of error can be high. Also, multiple techniques can make the
prediction procedure more complex. The sequence of procedures can require expertise to en-
sure valid results. For instance, using multiple machine learning and deep learning techniques
requires higher expertise in algorithm selection. To further analyze, data acquisition becomes
another complex issue in the process. Nevertheless, their study concluded all machine learning
and deep learning techniques have provided effective results in customer churn prediction. To
critically review, the probability of accurate results is high due to the induction of new customer
features as a dataset. Being inquisitive, these machine learning techniques’ performance can be
questionable with minimal customer features. In their study, SVM performed better than other
techniques due to the higher classifying rate and a large dataset of features. The performance
of the rest was moderate and acceptable.

Further, |[Lu et al.| (2012) argued that digital customer relationship management systems
(CMS) have emerged as a global trend. The use of digital CMS systems has provided leverage
to the telecom companies to make effective customer retention strategies. They added that the
formation of a digital CMS system requires customer retention which is a major challenge for
companies. Therefore, their study focused on customer churn prediction. To critically evaluate,
their study focused on the formation of boosting model for customer churn. Unlike other studies,
they focused on boosting the accuracy rate of churn prediction in the industry. Further, their
studies focused on high-risk customers which were further clustered for differentiation. Even
though their study used logistic regression for building a boosting churn prediction model.
However, their study ignored the fact for logistic regression, several observations must be higher
than customer churn features, if observations are less than customer churn features, the chances



of overfitting are high. To further evaluate, their study showed good results but it was based
on single regression modelling. The only issue with this modelling is that it relies on discrete
numbers or features. In logistic regression modelling, the assumption of linear formation between
the dependent and independent variable is crucial, in this study the linearity was not highlighted.
Therefore, it creates confusion for the companies to rely on the results. Secondly, the issue is that
the results on customer churn prediction in this study have used logistic regression, however,
any powerful algorithm such as a neural network can overcome the results of this modelling.
Therefore, relying only on a single technique can increase the chances of invalidity in the results.

Dahiya and Bhatial (2015) argued that increased competition in the telecommunication in-
dustry has indirectly stressed companies retain their customers by making advanced technology-
based decisions. To critically analyze, their study is based on churn prediction using an advanced
novel framework called WEKA to determine the effectiveness of decision trees and logistic re-
gression. Also, data mining used for machine learning techniques provides an accurate and
systematic channel to manage data but the issue with WEKA data mining is that it only works
on small datasets, large datasets create complications within the process. Below is the proposed
data mining framework of the study.
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Figure 1: Data Mining Model Dahiya and Bhatia (2015)

Their study mainly focused classification of customer who leaves and who stays as a sub-
scriber with the companies. The issue with his approach is that customers are rational in terms
of choices, the uncertainty with customers cannot be calculated directly with machine learning.
However, it can classify and provide clusters. Also, the study has used KDD as a key method
to determine its effectiveness but it is a complex process. One issue with KDD is that data ac-
quisition is less reliable. It is a mega task during the process, and the probability of data misuse
is always high. Data preparation is another major task in KDD. To monitor the effectiveness
of decision trees and logistic regression, data preparation must become an essential factor of
consideration. The above data mining method is a standard data mining approach for WEKA.
To further analyze, their study concluded that decision trees have shown high accuracy rate
than logistic regression but the study did not mention the terms or factors that contribute to
the accuracy process.

Further, |Vafeiadis et al. (2015) conducted a comparative study in customer churn prediction
using machine learning algorithms. To critically evaluate, the study has used all machine learn-
ing models on the public dataset to determine the overall efficiency of these ML algorithms. The
study also focused on cross-validation in all models. This study supports the cross-validation on
all ML, models, however, the issue is that cross-validation on public datasets can be expensive
and risky. For cross-validation, specific customer feature is crucial. Secondly, the study used
Monte Carlo simulations as a key method to boost the process. They applied the simulations to
different parameters. In analysis, using Monte Carlo Simulation can have certain implications.
The use of MC simulation is computationally inefficient in large datasets. In cross-validation,



the process becomes hectic, it requires excessive time for the computation of all the parameters.
Secondly, in the absence of the KDD method, MC simulation on poor parameters i.e. poor
customer features can have poor results. Therefore, this study has certain objections to the use
of Monte Carlo Simulation as a booster in the process.

Furthermore, Dalvi et al.|(2016) focused on the importance of customer churn prediction.
Their study also used decision trees and logistic regression as key machine learning techniques
to check their efficiency in result generation. To analyze, the use of decision trees and logistic
regression are commonly adopted techniques in customer churn prediction. However, using de-
cision trees and logistic regression requires datasets that contain different features. The study
has used public datasets with communal customer features i.e. customer demographic inform-
ation, services information and information related to customer complaints, call data records
and overall expenses. This indicates that decision tree and machine learning techniques are
common approaches, the study did not add any new method to provide a valuable contribution
to the topic.

Likewise, Coussement et al.| (2017) argued that data preparation is crucial for data analysis
in the telecom industry. Their study used a data mining technique and logit model to predict
all the data alternatives that are essential for customer churn prediction. The study used
European telecom datasets for cross-sectional analysis. Their study concluded that logistic
regression is highly compatible with single data mining algorithms. The study also added the
key contribution of data preparation in managerial decisions on customer retention. To evaluate,
the study has focused on the importance of data preparation for machine learning. The study
does not include machine learning techniques as a direct agent of contribution, however, it
focused on the support of data preparation. Using the KDD method in the process is an
accurate approach but the study ignored data extraction and data duplication steps in data
preparation. For machine learning techniques such as logistic regression, data errors need to
be highlighted before the process. The chances of data error in logistic regression are high due
to poor data preparation techniques. All the missing values in data preparation need to be
identified.

Brandusoiu and Toderean (2013) worked on customer churn prediction using call details,
they used a support vector machine (SVM) on call detail using datasets of 3333 records. To
evaluate, customer churn prediction on call details can provide inaccurate data, the inclusion
of multiple customer features is essential to determine machine learning techniques and their
accuracy rate.
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Figure 2: The Principle of SVM algorithm Brandusoiu and Toderean (2013)

Amin et al.| (2014]) worked on customer churn prediction using machine learning techniques
to achieve the objective of one or multi-classifier. To analyze their study, using both one and
multi-classifier can have effective results in churn prediction. The key aspect of a multi-classifier
is that it covers all aspects of the custom features.



2.2  Hybrid Modelling & Customer Churn Prediction

De et al.| (2021 argued that customer churn has been the major challenge for the telecom
companies to expand its growth in the market. They added that customer churn is paramount
to making effective strategies regarding customers. The use of machine learning techniques and
hybrid modelling is playing a vital role in customer churn. Their study analysis of customer
churn has used hybrid modelling which provides high accuracy in churn prediction. The hybrid
modelling algorithms such as random forest, decision tree and SVM as classifier has been the
key factor on focusing rich customer content such as emails, phone calls, and other records.
They further stressed that hybrid modelling algorithms as classifier have classified information
related with customers. Similarly, Bayrak et al. (2022) study argued that competition and
high productive environment has increased the use of technology. Service provider companies
are directly and indirectly using advanced technologies to impact customer churn. Customer
retention becomes very important because of high competition. To manage customer churn in
the fast-food industry, the use of hybrid modelling on deep learning techniques and machine
learning techniques such as recurrent neural networks and short-term memory has been used
to make sequential data about customer churn. They added that the use of recurrent neural
networks helped companies to predict customer churn in the fast-food industry. Likewise,
Choudhari and Potey| (2018) used two kinds of hybrid classification algorithms to form customer
information cluster in the telecom industry. The use of hybrid modelling has effectively predicted
customer churn in the telecom industry than single algorithms. The use of a Hybrid Decision
Tree and Logistic Regression has increased results accuracy.

2.3 Research Gap

The literature gap of the study is based on a critical review of all the previous work on customer
prediction in the telecom industry. Previous studies have failed to compare customer churn
datasets of two countries using machine learning techniques. Countries with different datasets
and similar features can have unique outcomes to determine the effectiveness of machine learning
techniques in customer churn forecasting. None of any studies has shown any objective work
on these datasets.

Additionally, previous studies have used machine learning techniques for the automation
of the customer churn prediction process. However, none of any studies has discussed the
pros and cons and its limitations in the telecommunication industry. Previous studies have
not highlighted the crucial role of the data mining process i.e. data extraction from different
datasets. Also, previous studies have not shown any effective technique for the handling of data
despite KDD data mining. None of any studies has provided a method to counter inconsistency
in datasets during data acquisition.

Further, previous studies have not focused on the use of hybrid modelling to target large
datasets. This study has used Telco company churn data from the Kaggle website to analyze
customer churn. Previously, the studies have not used Kaggle datasets as they are widely ac-
cepted in hybrid modelling. To achieve study objectives, the use of machine learning techniques
and hybrid modelling algorithms on Kaggle datasets on customer churn makes the study unique.

3 Methodology

The used dataset in the study is comprised of large data generated from multiple sources. The
large data in the dataset is a major challenge for the study to extract useful information to
increase prediction and analyze the value of customer churn in the telecommunication industry.
The use of effective tools and techniques to extract data from the dataset can increase the
chances of effective decision making. This indicates the importance of data extraction tools



in the study. Keeping this into consideration, the study has used Knowledge Discovery in
Databases (KDD) as a data mining tool to extract data from the Telco customer churn dataset
focusing on different variables related to customer information for churn analysis. The accurate
use of Knowledge Discovery in Databases (KDD) services helps in data extraction and data
transformation from large datasets.
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Figure 3: Knowledge Discovery in Databases

3.1 Data Collection

Data collected in this study has been taken from the Kaggle dataset [Bojer and Meldgaard|
. In the Kaggle dataset, Telco customer churn data has been selected to predict customer
churn. Using telco customer churn data in the study is based on key aspects that make the
data sets relevant. The Telco customer churn data is comprised of information related to
fictional telco companies. The company provides all kinds of information related to customer
phone and other internet services usage Rahman et al| (2022)). A total of 7043 customers’
information in California has been used in Telco company churn data. The 7043 customer data
indicates the large size of customer data which requires KDD as major data extracting tool
with high accuracy. Also, Telco Company customer churn data provides information related
to the customer to terminate or shifted from the network. Likewise, information related to
customer retention or staying in the network is another key factor of consideration in this
dataset. Additional signed-up customers are another point of consideration. Each section in
the Telco company dataset determines different attributes of customers. Hence, below are key
factors that determine the use of the Kaggle dataset i.e. (Telco Company customer churn).
The dataset provides information related to customers who quit or left company services within
the last month. This column is named churn in the dataset. This column “churn” is highly
pivotal because it indirectly determines customer churn quantity and company performance in
the previous month.

1. The dataset provides information related to customer services such as phone numbers,
multiple lines, internet usage, online security, online backup, TV, streaming, device pro-
tection information and tech support. Information related to customers signed-in into



these services indicates customer overall behaviour.

2. Information related to the customer account is another key point in this study. Inform-
ation related to customer contract time, payment methods, e-services, monthly expenses
and other charges and accumulated charges (both paid and due) is provided in this Telco
customer churn data.

3. Demographic information related to customers is another key point of consideration. The
dataset provides demographic information i.e., customer age, income range, customer
financial condition i.e., dependent or partner.

3.2 Exploratory Data Analysis

In the data exploration phase, different aspects of the customer churn datasets are explored.
Among the total dataset of 7043 in 21 columns features, different attributes of datasets were
explored. In the exploration phase, counting of customer churns features were analyzed.

Count of Churn % of Senior Citizens

Senior Citizens

Figure 4: Exploratory Data Analysis

The dataset was explored by questioning the gender of both males and females. In the
dataset, 50% female and 50% male were found. Questioning on senior citizen, 16.2% were
found among all 7043 customers. Similarly, in dependency, none of any related attributes was
found. Upon questioning on the number on whether customers stayed with the company, a total
of 759 relevant information were found. Similarly, on the identification of customer multiple
lines in both Yes or No, among the total of 682 customers, 48% were none while 32% matched
were found. Customer internet service in both fibre optic and DSL, in a total of 7043, 44%
customers used fibre optic while 34% were using DSL. The remaining 10% which were 1526
of 7043 customers used other ways. Further, in the context of online security, 50% showed no
interest while 29% were shown interest in company services. The other 22% which is 1526 of
the totals showed no interest.

3.3 Data Pre-Processing & Transformation

Data prepossessing and transformation focused to increase the validity and quality of Telco
Company churn data. In the data preprocessing phase, the data mining technique mainly
focused on the transformation of raw data into a standard, useful and efficacious format
. All the data from Telco customer churn was labelled according to the customer attributes
in different columns. The data preprocessing phase was based on two major considerations.



e QOutlier and null value removal

e The use of the Synthetic Minority Oversampling Technique (SMOTE) for balancing the
overall Telco customer churn data.

Initially, outliers and null values were removed from Telco customer churn data to decrease
variability. The outlier’s presence increases variability in the datasets. This can result in a re-
duction in the statistical power of datasets. Extraction and removal of outliers from the dataset
can increase the result’s significance and validity | Zimek and Filzmoser| (2018]). In this regard, the
study used focused on outlier and null value removal to avoid duplication and provide standard
data for the processing and data mining phase. Further, the study applied Synthetic Minority
Oversampling Technique (SMOTE) to manage all unbalanced data for machine learning tech-
niques such as Logistic Regression, Random Forest classifier, Decision Tree Classifier, Gradient
Boosting (GB) |[Fernandez et al.| (2018) [Elreedy and Atiya) (2019)).

While applying the SMOTE technique, all minority classes in 7043 customers and 21 features
were identified. The identification helped to determine the nature and impact of unbalanced
data on customer churn prediction. The nearest number (k) was decided. All the lines between
the minority data and its neighbours were adjusted at the balanced point. 0 to 1 class were
used during the data balancing on all features. During the process, 0 classes were used which
indicated that the customer has not churned from Telco company while 1 class indicated that
the customer has churned. This model was applied to all the 21 features of Telco company
churn data.

3.4 Data Mining

By eliminating data noise and using only relevant data, feature selection reduces the input vari-
able to your model.In this study, all relevant data were extracted from Decision Tree, Random
Forest, Logistic Regression, and Gradient Boosting. SelectKBest class was used for Feature
Selection. A feature is selected according to the k highest score using the SelectKBest method.
Both classification and regression data can be analyzed using the ’score_func’ parameter.

Further, in the Gradient boosting (GB), RandomizedsearchCV is used to improve the gradi-
ent boosting performance during the implementation process. On the Gradient Boosting (GB),
RandomizedsearchCV will focus on different sets and their parameters in the Telco Company
data, all the scores on each parameter will be calculated which can give hyperparameters with
a higher value as output. RandomizedsearchCV provides better output results by transform-
ing parameters into hyper-parameters. The use of RandomizedsearchCV can improve machine
learning techniques’ performance Kelsingazin et al.| (2021]).

3.5 Evaluation

The evaluation phase is considered to be the essential phase to understand the overall data
mining process before data specification. The use of performance evaluation interprets all kinds
of crucial steps during the machine learning and data mining process Hussain et al.| (2019).
Performance evaluation can use different metrics to evaluate machine learning and deep learning
techniques results Xu et al.| (2021)). In this regard, the study has used performance metrics such
as confusion metrics based on Accuracy, Precision, Recall and fl-score to evaluate the results
and ML and hybrid modelling performance. Both precision, and accuracy in results provide
authenticity of customer churn prediction. Therefore, the evaluation is done after concluding
customer churn assessment using Logistic Regression, Random Forest classifier, Decision Tree
Classifier, Gradient Boosting (GB) and hybrid modelling which are presented in section [6]
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4 Design Specification
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Figure 5: Process Flow Diagram

The completion of the Knowledge Discovery in Database (KDD) method for machine learning
(ML) techniques and hybrid modelling allows the study for design specification. In the design
specification section, all the study workflow is explained systematically. The design specification
provides information about how the entire project has been carried out till the end. In this
regard, all the work from initiation to the hand has been graphically presented. The design
specification and workflow are crucial for the study .

Above is the project design for Customer churn Prediction in the Telecom Industry.

For the references, Kaggle datasets are widely accepted for their authenticity and availability
of large data. Using Kaggle provides data that associates with the study objectives. The use of
Kaggle Datasets to predict customer have a high result accuracy rate. Testing over the Kaggle
dataset increases efficiency for results. Therefore, the 1st step in workflow was to import
the Kaggle dataset to customer churn analysis. The study focused on Telco Company churn
data imported from the Kaggle dataset. Finalization of all probable factors before applying
machine learning and hybrid modelling algorithms has been done using the KDD method to
avoid all kinds of anomalies and outliers from the dataset. The use of outlier removal through
SMOTE techniques helped the study avoid duplication and ensure accurate customer data. The
probability at 0.80 was 0.20 and with 0 and 1 to determine customer not churn and customer
churn provides a parallel line to classify customers into groups using Machine learning classifiers.
And all the result are evaluated based on accuracy, precision, recall and f1 score.

5 Implementation

5.1 Decision Tree Implementation

An essential component of machine learning is the decision tree, a technique for both categor-
izing and regressing problems.Classification of problems is the most common application of
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decision trees Ma et al. (2009).The DecisionTreeClassifier function in the scikit learn library
was used to implement this approach.Figure [6] displays the decision tree’s hyper-parameters. A
measure of impurity is gini. Gini impurity is an indicator of how frequently a randomly selected
element from the set would be mislabeled if it were randomly classified in accordance with the
distribution of labels in the subset. max_depth is another hyperparameter that can be used to
control a tree’s depth. It does not do any sample proportion or impurity calculations. When
max_depth is achieved, the model halts splitting. The minimal number of samples necessary to
be at a leaf node is indicated by the variable min_samples_leaf.

[ 1 # decisionTree Classifier
Dtc_sampling = DecisionTreeClassifier(criterion = "gini",random state = 100,max_depth=7, min_samples_leaf=15)
Dtc_sampling.fit(X train_sap, y_train_sap)
dtc_sampling pred = Dtc_sampling.predict(X_test_sap)

Figure 6: Hyper-parameter used for Decision Tree

5.2 Random Forest Implementation

A highly common machine learning algorithm known as Random Forest is a supervised machine
learning method. In the domain of machine learning, this approach treats both regression and
classification problems Geetha et al.| (2020). This strategy was put into practice using the
RandomFoestClassidier function from the scikit learn library. Figure [7] displays the hyper-
parameters that were used in the decision tree. We can learn about the quantity of trees in the
forest from the hyper-parameter n_estimators. Each decision tree’s maximum number of levels
is indicated by the variable max_depth. The minimum amount of data points permitted in a leaf
node is indicated by the variable min_sample_leaf. When a node is divided, min_sample_split
informs us of the bare minimum of data points that must be present.

[ 1 # Random forest classifier
Rfc_sampling = RandomForestClassifier(n_estimators=150,criterion='gini', max_depth=15, min_samples_leaf=10, min_samples_split=6)
Rfc_sampling.fit(X_train_sap, y_train_sap)
rfc_sampling_pred = Rfc_sampling.predict(X_ test_sap)

Figure 7: Hyper-parameter used for Random Forest

5.3 Logistic Regression Implementation

A classification method that uses a linear model is logistic regression. Maximum entropy clas-
sification, logit regression, and occasionally log-linear classifier are other names for logistic
regression. The likelihood of the likely results of a single experiment is modeled using a logistic
function. This strategy was put into practice using the LogisticRegression function of the scikit
learn library.Figure |8 displays the hyper-parameters used in logistic regression.

[ 1 # logistic regression
Log_reg sampling = LogisticRegression(C=10, max iter=150)
Log_reg sampling.fit(X train sap, y_train sap)
Log_sampling pred = Log reg sampling.predict(X test sap)

Figure 8: Hyper-parameter used for Logistic Regression
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5.4 Gradient Boosting Implementation

A class of machine learning techniques known as gradient boosting classifiers combines a num-
ber of weak learning models to produce a powerful predicting model. This approach allows for
the optimization of any differentiable loss function and constructs an additive model in a for-
ward stage-wise manner. The optimal parameters for the Gradient Boosting RandomSearchCV
method were chosen for the hyper-parameters selection, as shown in Figure[9] This strategy was
put into practice using the GradientBoostingClassifier function from the scikit learn library.

[ 1 # GradientBoostingClassifier
gbc_tunning = GradientBoostingClassifier(criterion='squared error', learning_rate=0.5,
max_depth=7, max_leaf nodes=12, min_samples_leaf=11,
min_samples_split=5, n_estimators=300)
gbc_tunning.fit(X_train sap, y train_sap)
pred = gbc_tunning.predict(X_test_sap)

Figure 9: Hyper-parameter used for Gradient Boosting

5.5 Hybrid Model Implementation

Hybrid models are often used where it is believed that traditional algorithms are not as efficient.
Therefore, multiple algorithms are combined to get better results. This has been proven by
previous research works as well, however, the results tend to vary. Other machine learning
algorithms are single algorithms and are not a combination of two or more algorithms. Using
a hybrid model algorithm for dataset testing to predict customer churn is another key part of
the study design. The use of Decision Tree, Random Forest, and Gradient Boosting classifier
to analyze customer churn provides combine algorithms. DT and RF work as classifiers to form
groups by featuring different points of similarities and differences. In hybrid modelling, the
algorithms connect with the nearest scale or point. All the unnecessary data at the points are
side-lined for accuracy purposes.

6 Evaluation

As was covered in the section before, various matrices, including precision, recall, f1-score, and
accuracy, are used to evaluate the model. For this implementation, a total of 7043 samples were
taken into account, with a train and test split of 80:20. There are 5634 train sets and 1409 test
sets, or 80% train sets and 20% test sets, respectively. The identical training set and test set
were utilized for all studies.

6.1 Experiment 1: Decision Tree

Accuracy score : 0.9423407917383821
Precision score : 0.9487179487179487
Recall score : 0.9441786283891547
Fl score : 0.9464428457234213
Confusion matrix :

[[503 32]

[ 35 592]]

Classification report :

precision recall fl-score  support
0 0.93 0.94 0.94 535
1 0.95 0.94 0.95 627
accuracy 0.94 1162
macro avg 0.94 0.94 0.94 1162
weighted avg 0.94 0.94 0.94 1162

Figure 10: Classification Report of Decision Tree
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A decision tree classifier was used in the implementation phase to predict customer churn. The
use of a decision tree as a machine learning technique predicted customer churn. The accuracy
level of the decision tree in customer churn prediction was recorded at 94.23%. The model
precision during the testing was 94.87%. During the implementation process, decision trees
showed a recall value of 94.41% and the overall F1 score was 94.64%. The use of the decision
tree algorithm in customer churn prediction has recorded high accuracy ratio and overall F1
score. The overall score supports the use of a decision tree to predict customer churn.
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Figure 11: Confusion Matrix of Decision Tree

Figure 11| confusion matrix contrasts the True label with the anticipated label. The Decision
Tree model accurately predicted 503 consumers who would not churn and 592 customers who
would (TN). 32 churned as anticipated by the churn, but 35 did not.

It is important for the telco companies to retain customers for as long as possible. Decision
tree help in achieving the goals of the study. The decision tree helps us to understand that
which decision is being taken by the customers for each step. This enables to gather all data
and enables to predict the customer behaviour in a successful manner.

6.2 Experiment 2: Random Forest

Accuracy score : 0.9526678141135972
Precision score : 0.9615384615384616
Recall score : 0.9508716323296355
Fl score : 0.9561752988047808
Confusion matrix :

[[507 24]

[ 31 60071]
Classification report :

precision recall fl-score support
o 0.94 0.95 0.95 531
1 0.96 0.95 0.96 631
accuracy 0.95 1162
macro avg 0.95 0.95 0.95 1162
weighted avg 0.95 0.95 0.95 1162

Figure 12: Classification Report of Random Forest

A random forest machine learning technique was used to predict customer churn. During the
implementation and evaluation phase, Random Forest recorded an accuracy of 95.26%. The
precision of random forest was recorded on 96.15%. The random forest recall prediction value
stands at 95.08% while the F1 score is recorded at 95.61%. The use of random forest in customer
churn prediction has a higher accuracy rate. The results show that the Random Forest classifier
score is higher than the decision tree by 0.97% while the accuracy rate is also high by 1.03%.
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Figure 13: Confusion Matrix of Random Forest

Figure[13| confusion matrix contrasts the True label with the anticipated label. The Random
Forest model accurately predicted 507 consumers who would not churn and 600 customers who
would (TN). 24 were not anticipated to churn by the churn, while 31 were.

Random forest works on decision trees and makes use of bootstrap aggregation due to
which it has a higher efficiency over decision tree. The final outcome is based on the individual
trees and their averages. Monthly prediction of customer data can be done easily with better
accuracy. Results show it is good model for prediction of customer data.

6.3 Experiment 3: Logistic Regression Classifier

Accuracy score : 0.9199655765920827
Precision score : 0.9294871794871795
Recall score : 0.9220985691573926

Fl score : 0.925778132482043
Confusion matrix :

[[489 44]
[ 49 580]]
Classification report :
precision recall fl-score support
0 0.91 0.92 0.91 533
1 0.93 0.92 0.93 629
accuracy 0.92 1162
macro avg 0.92 0.92 0.92 1162
weighted avg 0.92 0.92 0.92 1162

Figure 14: Classification Report of Logistic Regression

Logistic Regression as a classifier was used to predict customer churn using Telco company data.
The model was predicted with an acceptable accuracy rate of 91.99%. The precision value of
logistic regression was recorded at 92.94%. The recall value of logistic regression during the
implementation phase was 92.20% while the F1 score stands at 92.57%. The overall use of the
random forest as a classifier during the implementation phase has shown a 90+ accuracy value.
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However, the accuracy rate and precision value are lower than the decision tree and random
forest by 2.24% and 2.88% respectively.
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Figure 15: Confusion Matrix of Logistic Regression

Figure [15]| confusion matrix contrasts the True label with the anticipated label. The Logistic
Regression model successfully predicted 489 consumers who would not churn and 580 who would
(TN). 44 churned as anticipated by the churn, but 49 did not.

As it is extension of linear regression therefore the accuracy is not as much as decision
trees and Random forest. A stable customer base is key for any telco company and therefore
more accurate prediction are important for the telecom industry in terms of customer churn.
Prediction can be done using this method, however, the more accurate methods are adopted,
the better.

6.4 Experiment 4: Gradient Boosting Classifier

Accuracy score : 0.96815834767642
Precision score : 0.9711538461538461
Recall score : 0.9696

Fl score : 0.9703763010408327
Confusion matrix :

[[519 18]
[ 19 606]]
Classification report :
precision recall fl-score support
0 0.96 0.97 0.97 537
1 0.97 0.97 0.97 625
accuracy 0.97 1162
macro avg 0.97 0.97 0.97 1162
weighted avg 0.97 0.97 0.97 1162

Figure 16: Classification Report of Gradient Boosting

Gradient Boosting (GB) classifier was used during the implementation phase for customer churn
prediction and analysis. The results of Gradient boosting show a high accuracy value of 96.81%
surpassing random forest, Decision tree and Logistic regression algorithms. The precision value
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of gradient boosting was higher at 97.11% while the recall value was 96.96%. Therefore, the F1
score during gradient boosting during the implementation was 97.03%. The F1 score of gradient
boosting was higher than random forest, Decision tree and Logistic regression algorithms.
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Figure 17: Confusion Matrix of Gradient Boosting

Figure[17]confusion matrix contrasts the True label with the anticipated label. The Gradient
Boosting model successfully identified 519 customers who would churn (TP) and 606 customers
who would not turnover (TN). 18 churns instead of the 19 suggested by the churn.

There are various internal parameters in gradient boosting which are known as the hyper
parameters and it has an impact on the overall model of gradient boosting. Gradient boosting
gives us much bigger edge in predicting customer churn and it gives an edge to a company when
ensuring the customer retention which is crucial for every business.

6.5 Experiment 5: Hybrid Model

Model: HybridModel

Accuracy Score: 0.9569707401032702
Precision Score: 0.9526813880126183
Recall Score: 0.967948717948718

Fl Score: 0.9602543720190779
Confusion Matrix:

[[508 30]
[ 20 604]]
Classification Report:
precision recall fl-score support
0 0.96 0.94 0.95 538
1 0.95 0.97 0.96 624
accuracy 0.96 1162
macro avg 0.96 0.96 0.96 1162
weighted avg 0.96 0.96 0.96 1162

Figure 18: Classification Report of Hybrid Model
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Hybrid modelling algorithms during the testing phase showed an accuracy rate of 95.69%.
Similarly, during the testing, the precision value was recorded at 96.26%. The overall recall
value of hybrid modelling was 96.79%. In this regard, the F1 score of hybrid modelling stands
at 96.02%.
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Figure 19: Confusion Matrix of Hybrid Model

Figure [19] confusion matrix contrasts the True label with the anticipated label. The Hybrid
model successfully predicted 508 consumers who would not churn and 604 who would (TN).
The churn incorrectly anticipated 30 not churning and 20 churning.

Since hybrid model is a combination of models therefore it gives good results. This model
is also successful in predicting customer churn the telecommunication industry. However, its
results are not as accurate as the gradient boosting.

6.6 Result & Comparison

Model Name Accuracy Precision Recall F'1 Score
Decision Tree 94.23% 94.87% 94.41% 94.64%
Random Forest | 95.26% 96.15% 95.08% 95.61%
Logistic Regres- | 91.99% 92.94% 92.20% 92.57%
sion

Gradient Boost- | 96.81% 97.11% 96.96% 97.03%
ing

Hybrid Model 95.69% 95.26% 96.79% 96.02%

Table 1: Comparison of Models

In this section, the result comparison of both machine learning techniques and hybrid mod-
elling is done. The results provide key information to relate all machine learning and hybrid
modelling techniques.

e In terms of model accuracy, gradient boosting has recorded a higher value of 96.81%
than all techniques including hybrid modelling. Hybrid Modelling accuracy stands at
95.69%. Random Forest, Decision tree and Logistic Regression come at 3rd, 4th and 5th
respectively.

e In terms of precision, gradient boosting has a higher value of 97.11% followed by random
forest valuing 96.15%.
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e In terms of recall value, gradient boosting is higher at 96.96% followed by hybrid modelling
at 96.79%.

e F1 score of gradient boosting is higher at 97.03% followed by hybrid model of 96.02%.

e The overall score of gradient boosting is higher due to the additional use of Randomized-
searchCV to improve its performance.

6.7 Result Discussion

The project’s main goal was to conduct customer churn analysis using models that produce
precise and effective results. A careful analysis of the available literature revealed certain fun-
damental gaps and limitations. For the analysis of customer turnover in this research project,
the machine learning algorithms Decision Tree, Random Forest, Logistic Regression, and Gradi-
ent Boosting were used. For the analysis, a hybrid decision tree, random forest, and gradient
boosting model was created. With an overall accuracy of 96.81%, the Gradient Boosting al-
gorithm produced the greatest results of all. The same’s precision, recall, and fl-score were,
respectively, 0.97, 0.96, and 0.97.

7 Conclusion and Future Work

7.1 Conclusions

To conclude, customer churn prediction in the telecom industry has a pivotal role in effective
decision making customer retention strategies. The use of Al technologies such as machine
learning algorithms and hybrid modelling techniques plays an effective role in customer churn
prediction. Companies can use machine learning techniques such as Random Forest, Decision
Tree, Logistic regression and Gradient Boosting to predict customer churn and make decisions.
The telecommunication industry is among industries with higher customer challenges. Customer
switching and rational decisions are massive challenges for companies. Therefore, Al technolo-
gies assist companies to make quality decisions by targeting different aspects of customers i.e
information. Likewise, hybrid modelling techniques can have an affirmative role in customer
churn prediction by scoring above 90%. This indicates that machine learning techniques have re-
volutionalised the customer churn analysis process for telecommunication companies. Gradient
boosting recorded a higher accuracy score of 96.14% due to RandomizedsearchCV for improved
performance. Thus, ML techniques in customer churn prediction provide impactful results.

7.2 Future Recommendations

Studies can use machine learning techniques other than Random Forest, Decision Tree, Logistic
regression and Gradient Boosting to predict customer churn in the telecom industry. Likewise,
hybrid modelling techniques can be customized to predict customer churn in the future. Fur-
ther, deep learning techniques play a key role in managerial operations. Future studies have a
chance to use deep learning techniques and models for customer churn prediction in the tele-
communication industry. The use of both ML and DL techniques is not only liable for the
telecommunication industry, future studies can test ML and DL techniques by targeting other
industries. Future studies have a higher chance to explore factors that effects both machine
learning and deep learning techniques in a similar industry.
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