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1 Introduction

This document contains all of the information needed to implement the project titled
”Prediction of the Dublin Housing Market Using Ensemble Learning.” This manual fo-
cuses on the critical phases of the code, from data collecting to the final model building
phase evaluation.

2 Hardware Requirement

The project was built on a Windows 64-bit operating system having RAM of 16 GB.
Figure 1 shows the system specifications of the system. It is not essential to have high
specifications for this project; a processor lower than i7 would also be feasible.

Figure 1: Hardware Configuration

3 Software Requirement

Anaconda Navigator, a prominent open-source distributor of Python and other Data
Science programming tools, was used exclusively for the implementation. To code in
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Figure 2: Version of Python used

Figure 3: Anaconda Navigator Environment

Python, users must first open a Jupyter Notebook. The version of Jupyter Notebook
utilized was 6.1.4, while Python’s version was 3.8.5, as indicated in Figure 2. To be-
gin the implementation, users must first download Anaconda if it has not already been
downloaded and then hit the Launch Jupyter Notebook button, as illustrated in Fig-
ure 3. It will create a directory where users must start a new Python file or modify
the directory as desired. The default directory when downloading Anaconda is on
C drive, but the user can view it via the Navigator or the Command Prompt.hfill

Figure 4: List of libraries and Packages
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4 Library Package Requirements

Different libraries were used for preprocessing, visualizations, and mode building. For
the preprocessing steps, the main libraries used were numpy and pandas, which have all
the functions and methods for transforming the data. The EDA/Data Visualisation part
explored many advanced packages like altair, geopandas, bokeh, and plotly, making the
visualisations more interactive and real. Lastly, sklearn was used to build the models.
The figure 4 shows the list of the required libraries for the proper execution of the code
file.

5 Dataset Description

• The dataset is sourced from a Property Price Regulatory Authority (PSRA) that
manages the property prices of residential houses in Ireland since 1986. The data
contains infomartion of the properties of over 10 Counties in Ireland mainly, Dublin,
Cork, Maynooth, Kildare and information about its price, date of sale, property
description and many others.The data is downloaded for the period of 2010-2021
which is avaibale at https://www.propertypriceregister.ie/

• The raw dataset contains 503678 rows and 9 attributes as shown in the Fig 5

Figure 5: Dataset Description

6 Dataset Preprocessing and Cleaning

• The dataset had to be preprocessed and transformed in order to train a model. The
preprocessing step includes removal of null values, outlier treatment, dropping of
unwanted attributes and removal NaN values which are explained in-depth in the
report.

• The final dataset also introduced some new features such as, ’Price Level’, ’Loca-
tion’, ’House Number’,’Town’,’Area’. shown in the Figure 6
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Figure 6: Preprocessed Dataset

7 Model Preparation

The process of Model building and the code is provided in the report and the artifacts.
This section will briefly discuss about the five techniques used and its performances.

• The dataset was divided into two parts: Train set and Test set into 80% and
20%,respectively.

• Each categorical: nominal and ordinal, both were converted into binary form using
Label Encoding

• The three techniques used are traditional Machine Learning algorithms: K Nearest
Neighbour, Multiple Linear Regression, Decision Tree Regression and the other two
are based on Ensemble Learning: Random Forest Regression and Gradient Boosting

Figure 7 shows the code for the conversion of categorical variables using Label Encoding

Figure 7: Label Encoding

7.1 Multiple Linear Regression Model

• The figure 8 displays the implementation of the model.

• Multiple Linear Regression showed average performance and achieved value of R-
Square on test set as 67.83. For instance, property priced at 190000.0 has predicted
price as 189840. Since, the model can only handle linear relationship, this model is
not considered as one of the best models.
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Figure 8: Multiple Linear Regression Implementation

7.2 K Nearest Neighbour Model

• KNN model achieved R2-Square value of 62.81 and a variance of score of 0.63. The
performance of KNN model was less promising than Multiple Linear Predictions.

• The prediction for a property priced at 190000.0 was predicted to be 128942.73,
which is not even close to the actual price.

• For the given model, the no of neighbours were chosen by test all the values between
2 to 16 neighbours and according to the results, N=7 gives the lowest value of
RMSE. Figure 8 shows it was achieved

Figure 9: KNN Implementation

7.3 Decision Tree Regression

• The R-Square value for the Decision Tree Model is recorded to 70.98.
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• The predictions were found to be close to the actual values. For instance, the
property priced at 2150000 had its predicted value to be 2087500. Figure 10 displays
the implementation.

Figure 10: Decision Tree Regression Implementation

7.4 Random Forest Regression

• Random Forest Regressor is a form of decision model but instead this model used
Bagging to predict the prices.

• The R-Square of this model achieved a value of 73.31. Figure 11 shows the imple-
mentation.

Figure 11: Random Forest Implementation
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7.5 Gradient Boost Regression

• Gradient Boosting Regression is an ensemble learning techniques that use boosting
to convert weak learners into strong learners.

• The two important parameters for deciding the performance are no of estimators
and the learning rate. The number of estimators are set to be 5000 and the learning
rate is chosen as 0.02.

• This model gave the best and the closest prediction of the property prices. Refer
to Figure 12 for implementation

Figure 12: Gradient Boosting Regression Implementation
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