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1 Introduction

The objective of this paper is to present details concerning the key stages in carrying
out the research project ’House Price Prediction Using Genetic Algorithms and Tree-
based Methods for Feature Selection: The Case of House Pricing in King County, USA.
The configuration manual outlines the phase to complete the research. The study’s
objective is to determine which feature selection performed better in predicting house
sales. We used two machine learning algorithms to predict house sale prices and compare
the evaluation of the machine learning techniques used in this research. The following is
the structure of the configuration manual, which describes the project’s implementation
steps.

2 Software and hardware Specifications:

Configuration of the System

• GPU:NVIDIA RTX 2060

• Operating System:Windows 10

• Processor:Intel i9 9th generation

• Speed:3.1 GHz

3 Installation and Downloads

3.1 Python

This study makes use of the Python programming language. It includes a massive library
for performing analysis and developing machine learning models. The Python library
helps in exploratory analysis, data cleaning, and data visualization. The first step in
running the script is to obtain the most recent version of Python from the Python website
show in Fig.1. Following the successful download of Python installation instructions
should be completed.
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Figure 1: Python Download Page

3.2 Anaconda

Anaconda prompt is a Python IDE that is used for coding and evaluating the results. It
offers a variety of user-friendly Python-based IDEs show in Fig.2. Spyder and Jupyter
Notebook are most commonly used in Anaconda Navigator. It is available for download
from the official website. Following the successful download and installation of Anaconda
Navigator, many IDEs are presented which can be selected depending on the user’s re-
quirements. The Jupyter IDE is used in this research

Figure 2: Anaconda Features

3.3 Data Collection

The dataset is collected from open source Kaggle website. This research uses House Sales
Price King County dataset for predicting the house prices.
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4 Project Development

By selecting new options in the Jupyter Notebook shows Fig.3 a new Python 3 notebook
is being created, and the document may be given a filename. The file has the exten-
sion.ipynb. To analyze data, visualized the data, and develop models, several libraries
must be installed and imported. Pip command is used to install libraries. The following
libraries are imported and install for this research.

Figure 3: Homepage:Jupyter Notebook

• Scikit-Learn

• Numpy

• Pandas

• Sklearn

• Matplotlib

After one cell of code is successfully executed or run, it will return to the next cell and
if there is an error in the code, it will display the code where it needs to be debugged To
read the data collected from Kaggle, the pandas library is used to read the data and store
it in a data frame to perform analyses.

4.1 Importing Libraries

Figure 4: Libraries imported
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All these libraries show in Fig.4 are imported for analysis and building machine learning
models.

Figure 5:

The Fig.5 show how the data has been read and stored in dataframe for further
analysis.

Figure 6:

The block in Fig.6 shows the transformation done on date column.Date was further
transform into year, month, day and day week columns for analysis and date column was
dropped.

Figure 7:

The Boxplot depicts the outliers of the features shown in Fig.7
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Figure 8:

Fig.8 show barplot chart house purchase by numbers of bedrooms.

Figure 9:

The irrelevant columns were dropped as shown in Fig.9

Figure 10:

The Fig.10 data is spitted into train and test 75:25 ratio.

• Random Forest

Figure 11:

• Extreme Gradient Boosting

Figure 12:
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The Fig.11 and Fig.12 shows the model build from Random Forest and XGBoost
Model.

Figure 13:

Figure 14:

The Fig.13 shows barplot of feature importance Fig.14 show selected important fea-
tures by XGBoost Model.

Figure 15:

Figure 16:
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The Fig.15 shows barplot of feature importance and Fig.16 show selected important
features by Random Forest Model

Figure 17:

The Fig.17 show the evaluation score of Xgboost model

Figure 18:

The Fig.18 show the evaluation score of Random Forest model.

• Genetic Algorithm for Feature Selection

Figure 19:

The Fig.19 above function used to generate population.
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Figure 20:

This fitness score function in Fig.20 select population with best score.

Figure 21:

In Fig,21 selection process, select the size of population. It has two parameter one is
output of fitness score function and other one is size of number of best score of population.

Figure 22:

In Fig.22 Cross over process it increases the selected population size and takes two
population one is child 1 and another one is child 2.
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Figure 23:

In Fig.23 mutation function is use mutate the elements in the populations. The
function generates two random numbers between feature size of the dataset.

Figure 24:

In Fig.24 Generation function returns best 5 population which have given the 5 gen-
erations with importance score. The population with best score is selected from five
generations.
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Figure 25:

The Fig,25 shows the best features selected by Genetic algorithm for model building.

Figure 26:

The Fig.26 shows the evaluation score of Random Forest using Genetic algorithm
feature selection method.

Figure 27:
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The Fig.27 shows the evaluation score of XGBoost using Genetic algorithm feature
selection method.
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