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1 Introduction

The research seeks to discover the consumers who make the profit and forecast the in-
come generated by them in order to optimize their marketing tactics and have a recogniz-
able stance in the industry. Gradient Boosting Regressor, Light Boost Gradient Model
(LGBM) Regressor, XGBoost Regressor, Random Forest Regressor and the Stacked Re-
gressor fed to the Meta Regressor have been trained after tuning the hyper-parameter
for the forecast in the Python environment. This Configuration guidebook offers a step-
by-step manual for project development, setup, implementation, and deployment for the
research.

2 System Specification And Requirements

Information about the hardware and software configurations utilized and required for the
research is included in this section.

2.1 Hardware Specification

The hardware setup needed for the experiment is shown in Table 1. Local machines were
used for the research at hand while several investigations were conducted.

Hardware DELL Vostro 3500
Processor 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz, 2419

Mhz, 4 Core(s), 8 Logical Processor(s)
RAM 8BG
System Type 64-bit Operating System, x64-based PC
Operating System Windows 10

Table 1: Hardware Specification

2.2 Software Specifications

On the Windows 10 operating system, the necessary programs and libraries were installed.
The Jupyter Notebook 6.3.0 version was used to implement the application. The entire
study was done in a Python 3.8.8 environment. The libraries are shown in the table
below, together with the usage and version that was taken into account.
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Libraries Usage Version
Category encoders For encoding categorical variables 2.5.0
Dask For parallel computing 2022.6.1
JSON A manifest file of library package 0.9.5
lightgbm An opensource gradient boosting library 3.3.2
Matplotlib For visualizations 3.3.4
Numpy Used for working with arrays 1.20.1
Pandas For data manipulation and analysis 1.2.4
Plotly For visualizations 5.8.2
Seaborn For visualizations 0.11.1
Scikitlearn For Machine Learning and Statistical Modelling 1.1.1
tqdm For progress meters or progress bars 4.59.0

Table 2: Software Specification

3 Implementation

This section outlines the procedures we used to develop models for identifying the valuable
customers and predicting the profit generated by them.

3.1 Data Selection

The dataset was taken from the Kaggle dataset source. The ”train.csv” and ”test.csv”
datasets each of size 1.5GB used in our study are shown in Figure 3. The link to access
this data : https://www.kaggle.com/competitions/ga-customer-revenue-prediction/data

Figure 1: Data Selection

3.2 Loading the Dataset

Both the datasets were loaded in the Jupyter Notebook. The datasets had the class Dask.

Figure 2: Loading Dataset

2



3.3 Data Transformation

The datasets had four columns of the JSON format which were flattened into the normal
dataframe using the json normalize function. This resulted into 55 columns in total.

Figure 3: Flattening the JSON columns

3.4 Exploratory Data Analysis

Examining the data before making any assumptions is the main goal of exploratory data
analysis (EDA). The target variable, revenue-generating customers, device category, geo
network category, traffic source category, totals category, and date were all used in the
EDA. The ”re” module was used to check if the pattern exists amongst the features

Figure 4: Exploratory Data Analysis

3.5 Data Cleaning and Pre-processing

Figure 7 shows the check for the null values for the categorical variables. The same
procedure is carried out for the continuous variable. The treatment for null values is
depicted in figure 8 and figure 9.

Figure 5: Checking the null values
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Figure 6: Missing values treatment

Figure 7: Target Encoder

3.6 Grouping the train and test data

Each entry in the provided dataset corresponds to a customer visit. Since this data
covers the entire year, a single customer may have many entries since they frequented the
business on different occasions.Here, we combined all training data such that each visitor
has a single row in the dataset, with regard to Visitor ID.

Figure 8: Data Grouping

3.7 Hyper-parameter Tuning

Before the models were trained, the hyper-parameters were tuned using the random
search cross-validation method, and the best-suited parameters were obtained. Hyper-
parameter tuning was carried out for Gradient Boosting Regressor, Light Boost Gradient
Model (LGBM), XGBoost Regressor, and Random Forest Regressor using the scikit-learn
library.
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Figure 9: Hyper-parameter Tuning

3.8 Modelling

Figure 10 depicts the training of the Light Boost Gradient Model (LGBM) Regressor
along with the evaluation after the parameters were tuned.

Figure 10: Light Boost Gradient Model

The training of the Gradient Boosting Regressor and assessment following parameter
tuning are shown in Figure 11.

Figure 11: Gradient Boosting Regressor

Figure 12 shows the training of the XGBoost Regressor as well as the assessment
following the fine-tuning of the parameters.

Figure 13 shows the training of the Random Forest Regressor as well as the assessment
after the parameters were adjusted.
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Figure 12: XGBoost Regressor

Figure 13: Random Forest Regressor

The training of the Stacked Regressor fed to Meta Regressor (LGBM Regressor in
this case) has been depicted in figure 14.

Figure 14: Stacked Regressor fed to Meta Regressor
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