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1 Introduction 
 

This setup manual includes all of the information required to run the artifact. It offers an 

overview of the thesis work's minimal and suggested prerequisites for replication. This 

manual bridges the gap between the artifact and the thesis. Along with the software and 

hardware requirements for this thesis, all of the essential components of this thesis are 

detailed below using code snippets. It includes directions for gathering data, running the 

artifact, and presenting the artifact's noteworthy results. 

 

2 Hardware Requirements 
 

Processor: AMD Ryzen 5 4600H with Radeon Graphics 3.00 GHz 

Memory (RAM) Installed: 16 GB DDR4 3200 MHz  

System Type: Windows 10 Pro, 64 Bit  

Operating System with x64-based processor  

Storage: 500 GB SSD and 1TB HDD 

GPU: 12 GB, Nvidia GeForce GTX 1650 

 

3 Software Requirements 
 

Jupyter Notebook was utilized as the Integrated Development Environment (IDE) for this 

project, while Python was used as the programming language. The visualizations were 

created with the help of the seaborn and matplotlib packages. The precise versions of these 

programs are listed below. 

 

Python 3.9.12 

Jupyter Notebook: 6.4.8 

 

Python 3.9.12 is utilized for all coding sections throughout the study. Anaconda Navigator 

platform is installed, which includes Jupyter Lab, Jupyter Notebook, and the ability to open a 

Python 3 file to launch and execute code. Anaconda's 64-bit version for Windows 10 must be 

installed. After a successful installation, run Anaconda Navigator (Fig. 3), then launch 

Jupyter lab or Jupyter notebook. When we click launch, it will automatically open in Brave 

Browser. 
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4 Library Package Requirements 
 

 

Figure 1: Packages Used 

 

The required python packages installed in the environment is listed below. ’pip’ command is 

used to install all packages.  

• Keras 1.0.8 

• Tensorflow 2.5.0  

• Numpy 1.21.5 

• Matplotlib 3.5.1 

• Open CV 4.6.0 
 

5 Dataset Description 
The dataset is extracted from WLASL website which links to their own public repository. 

There is a python file along with a csv file containing the video glosses. The Python code is 

used to download the 28,000 videos. The videos are stored in videos folder. 

 

Link to the WLASL dataset 

  

https://dxli94.github.io/WLASL/ 
 

6 Dataset Preparation and Pre-processing 
 

Once the dataset is downloaded to create the frames and the numpy arrays that are necessary 

to run the models run all lines in “Creating_frames_and_npy_files.ipynb” file which will 

automatically create frames and npy files of all the videos in the “videos” folder.  
 

7 Model Preparation 
 

In the folder run the model which is required the are all labelled  

"ASL (Model_Name).ipynb". Run all the line in the file to run the model. 

https://dxli94.github.io/WLASL/
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7.1 CNN Model 

 

Figure 2: CNN Model Process Flow 

7.2 GRU Model 

 

Figure 3: GRU Model Process Flow 

7.3 CNN + LSTM Model 

 

Figure 4: CNN+LSTM Model Process Flow 

7.4 3D-CNN + LSTM Model 

 

Figure 5: 3d-CNN+LSTM Model Process Flow 
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8 American Sign Language Translation 
 

The Models that are using in this research has the following parameters.  
 

Model Epochs Training Time (s) Accuracy 

CNN 50 2,350 73.33% 

GRU 200 1,500 55% 

CNN + LSTM 200 18,000 63.33% 

3D CNN + LSTM 200 28,800 83.333% 

 

 

Figure 6: Model Evaluation 

8.1 Structure of the Directory 

The Structure of the directory will look like the image below 
 

 

Figure 7: Structure of the Directory 
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8.2 Steps to trigger the ASL Recognition and Translation System 
 

The system is divided into 3 parts 
1. Data Pre-Processing 

 
a. Download the dataset from the “.py” file in the folder. 
b. All the videos are stored in the “videos” folder. 
c. Run the “Creating_frames_and_npy_files.ipynb” which will create “.npy” and 

“.jpg” frames. 
d. After the frames are created “MP_Data” folder will be created containing all 

the words and the corresponding “npy” and “jpg” files 
 

2. Model Training 
 

a. Once the dataset is created next step is to feed the pre-processed data into the 
model.  

b. Each model has its own “.ipynb” files. Run all the lines of code to run the 
model. 

c. The Model code is divided into 10 sections where 1-7 is model training and 
saving the model. 
 

3. Model Evaluation 
 

a. The final step is to evaluate the model.  
b. For which we will load the trained model and run it directly. 
c. The steps 1-5 needs to be run first then we can run step 8-10 which is loading 

the model and evaluating. 


