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1 Introduction 
 

The configuration manual includes various different kinds of components required to 

perform the research project. The components consist of the system configuration (both 

hardware and software specifications) and the entire environment setup with details code 

artefact snapshots of steps performed for the following tasks: 

 

a. Data acquisition and loading of hand images 

b. Data pre-processing 

c. Implementation of models for hand gesture recognition and classification 

d. Evaluation of the models 

 

2 System Configuration 

2.1 Hardware 

Table 1 mentions the available hardware resources for the implementation of this 

research project. 

 

Table 1- Hardware Components Information 

 

Machine Model Dell Inspiron 

Processor Intel(R) Core i5-10210U CPU 

@ 1.60GHz, 2112 Mhz, 4 

Core(s), 8 Logical 

Processor(s) 

RAM 8.00 GB 

OS Windows 10 

Graphics None 
 

2.2 Software 

Below mentioned are the tools, libraries and programming language used in this project. 

 

• Python 3.6.9 

• Google colaboratory pro with 25 GB RAM  

• Tensorflow and keras libraries 

• OpenCV and pillow libraries for image processing 

• Matplotlib and seaborn libraries for visualisation 
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3 Project Development 

3.1 Data Acquisition and Loading 

The dataset for this project was selected from Kaggle1 which was downloaded into the 

local machine having a size of about 2 GB. Since the dataset size was very huge, it took too 

long and at time failed to upload the data on Google Colab directly. Therefore, this was done 

with the help of Google drive by uploading the zip file on the drive and then mounting it onto 

colab with the help of below command (Figure 1). After loading the entire dataset, the file 

structure of all the ten gesture images performed by different individuals looks like Figure 2. 

 

 

Figure 1- Data loading 
 
 

 

Figure 2- Data structure 

 

 
 
1 https://www.kaggle.com/gti-upm/leapgestrecog  

https://www.kaggle.com/gti-upm/leapgestrecog
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All the files are renamed on the basis of initial two characters of the gesture name in order to 

prepare the images and its corresponding gesture lable for Y data. The userfined defined 

function is created to perform this task as shown below in Figure 3. 

 

  
Figure 3- Function to rename files for Y data prep 

 

 

After running the above function, the file name structure has now changed and the first two 

characters are appended in the file name as seen below (Figure 4).  

 

 

Figure 4- New file names as per renaming functionality 

 

 

Below (Figure 5) is a preview of the dataset images consisting of ten hand gestures that are 

done by cten different subject in order to add variations. 
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Figure 5- Ten gesture images 

 

3.2 Data Pre-processing 

This section contains the main block of code that creates metadata and performs entire 

pre-processing of 20000 images in a single go. This function begins with locating all the newly 

renamed files from root directory using regular expressions which are stored as corresponding 

gesture labels from the stored dictionary for 20000 images in Y data. Then, the commands of 

OpenCV library accesses the images and performs all the preliminary steps such as image 

resizing, flipping, converting it into grey scale, image smoothing with the help of Gaussian blur 

and finally image thresholding provided in Figure 6.  

 

 
Figure 6- Code snippet of image processing 

 

Upon the completion of image processing, the final shape of data is printed as per Figure 7.  
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Figure 7- Final Xdata and Ydata shape 

 

Setup of X data and Y data 
 

Figure 8 below illustrates the userdefined functions created to process the core data 

objects inorder to carry out the gesture recognition operation. As seen from the snippet code 

artefact, the images are converted to numpy arrays in Python so as to make them as vectors 

before feeding it into the deep learning network. 

 
 

 

Figure 8- Function for X and Y data prep 

 

 

The gesture labels are stored as dictionaries with labels 0, 1, 2, …….,…8, 9 as seen in Figure 

9. Then, all the images are iterated through the pre-processing function and the new label is 

assigned to each image. 
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Figure 9- Gesture labels stored numerically 

 

3.3 Model Implementation 

This section mentions all the different kinds of deep learning models that are 

implemented to solve the research problem of hand gesture recognition and classification. First, 

all the necessary packages and libraries such as VGG16, Conv2D, confusion matrix, train and 

test split functions, etc. are imported in Figure 10. 

 

 

Figure 10- Importing all the libraries and packages 
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2D Convolutional Neural Network Model 

 
The implementation is based on 2D Convolutional Neural Networks and Figure 11 

demonstrates the how the model is built using three convolutional, three maxpooling and a 

dense layer. It also inlvoves other regularisation and standardisation techniques such as 

dropout and batch normalisation. Before building the model, the X and Ydata are split into 

train and test sets in the ration of 7:3 using the sklearn library. 

 

 
Figure 11- 2D CNN Model building 

 

Based on Figure 12 and Figure 13, the models are compiled using both Adam and stochastic 

gradient descent functions of learning rate = 0.001 with the evaluation metric as accuracy and 

loss function to be categorical crossentropy since the problem is to classify multiple labels. 

 

  

 

Figure 12- Model fitted using SGD optimiser 

 

 

 
Figure 13- Model fitted using Adam optimiser 
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Transfer Learning- Pretrained VGG16 Network 
 

Another model is implemented with the help of transfer learning and as per below Figure 14, 

the VGG16 model which is a pretrained network is depicted. Additional top layers are added 

over this network as part of the output layer. This model took almost an hour to complete on 

30 number of epochs. 

 

 
Figure 14- VGG16 pretained model implementation 

 

Due to the limitations of GPU and RAM memory, the data for the VGG model was reduced 

to seven gesture labels from ten labels. The dictionary that contained these class labels are 

also altered (Figure 15) 

 

 
Figure 15- Reduced classes  
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Early Stopping and Model Checkpoint 

 

The early stopping function as defined in Figure 16 is also added to the models as this helps 

during the models’ processing time and stops when the model is not able to further improve 

the training. The best weights at this point are saved by putting the model checkpoint method 

and assigning a location to save it.  

 

 

 
Figure 16- Additional parameters 

 

Example of early stopping of the VGG16 model is shown below (Figure 17) 

 

 

Figure 17- Early stopping 

 

Data Augmentation Model 
 

The data augmention technique is applied to the model which adds random tranformations to 

the training such as rotation, flips and shifting of the image within the frame, etc. in real-time 

as seen from Figure 18. This model uses the ImageDataGenerator method whoch creates such 

data tranformations and the same is fitted to an existing model configuration. 

 

 

Figure 18- Augmented Data Generation 
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The model is fitted to the new data generated from the augmentation methods with a 

batchsize of 128 and number of epochs of 15 as shown in Figure 19. 

 

 

 

Figure 19- Data Augmented Model run 

 

3.4 Model Evaluation 

The evaluation metrics used in this research are the confusion matrix, rate of accuracy 

and validation loss curve plots. In Figure 20, the first cell prints the overall rate of accuracy 

of the introduced model. The second cell prints the confusion matrix of all the ten gesture 

labels with its true verses predicted classification.  

 

 
Figure 20- Code snippets for printing accuracy and confusion matrix 
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An example of the confusion matrix containing the ten classes is shown in Figure 21. 

 

 

Figure 21- Confusion Matrix of CNN Model 

 

Python’s garbage collector  method is used to save up some space in the memory by releasing 

the unused space (Figure 22) 

 

  

Figure 22- Importing garbare collector 
 

Finally, the plot of training verses validation loss is also used to evaluate the model’s 

performace with the help of matplotlib library as seen generated from below Figure 23. 

 

 
Figure 23- Plot for Learning Curves 
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Example of the loss validation plot is shown below (Figure 24) 

 

 

Figure 24- Loss Validation Curve Plot 


