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1 Introduction

How to execute the developed scripts for the current study subject is described in the con-
figuration document. This will guarantee error-free operation of the code. This provides
the same specified minimum need as well as details about the hardware configuration of
the machine on which the programs are run. Following these steps will make it easier
to reproduce the project’s results. This may then be examined, making it simple to do
more study.

2 System Specification

2.1 Hardware configuration

The system’s hardware specifications, which are listed below, are as follows:

Processor: Ryzen 7 – 8265U CPU @ 1.60GHz
RAM: 8 GB
Storage: 1TB SSD
Operating System: 64-bit operating system, Windows 11

Python (version 3.6.9) was used to performthe task’s execution since it has a wealth
of readily importable library modules. Its deployment made advantage of both the local
workstation and the Google online services. The on-site PC was a 64-bit Windows 11
laptop including an 8GB RAM and Ryzen 7 CPU. Because Step 2 required more pro-
cessing power as well as a graphics processing unit, the evaluation was conducted on a
local workstation (GPU).

2.2 Software configuration

The Google Compute Engine serves as the foundation for all computing activities on the
Google Cloud Platform, which is essentially an Infrastructure as a Service (IaaS). Google
provides it. The configuration was set up to make advantage of the 2496 CUDA cores,
12GB of RAM, and 1xTesla K80 available GPU for the length of the execution. The
GPU service was restricted to a total of twelve hours per day because the cloud hosting
was simply a free service. The model training procedure therefore took around a week.
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3 Downloads and Installation

• Python
Python is utilized in this research study because of the abundance of libraries, machine

learning models, plus deep learning tools it offers. Additionally, it has a number of
modules that facilitate pre-processing and image alteration, making it easier to use and
put into practice. As a result, it is essential that the machine running the script has the
most recent version of Python downloaded. To achieve this, go to the Python website’s
download link at 1 and download the installer for the chosen version based upon that
machine’s operating system. Fig. 1 displays a snapshot of the website where the most
recent version may be downloaded.

Figure 1. Download page of python

By using ’python -version’ command on the Command line, you may check whether
the installation was successful. You can find out what version of Python is installed there.

• Data Source

The data for this study was collected from Amazon’s online reviews2 of gourmet foods. It
includes a variety of information, including the user’s identity, user ID, product informa-
tion, ratings, the text of the user reviews, and a reference summary of those user reviews.
All of the aforementioned data was retrieved and put together into csv file for later use.
The total dataset contains around 570,000 reviews, and depending on the computing ca-
pacity or resource we have available, we may choose sequence data of 50,000 or 100,000
entries for our application.

• Project Development

Additional Python modules will be required as necessary because the project uses
transfer learning-based machine as well as deep learning methodologies. You may install

1https://www.python.org/downloads/
2https://www.kaggle.com/datasets/snap/amazon-fine-food-reviews
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them by using pip install at the Windows command - line interface, as seen in the example
below.

• TensorFlow
• Keras
• Pandas
• RE
• Numpy
• OS
• BeautifulSoup
• Tokenizer
• pad Sequences
• Stopwords
• Warnings
• Wget
• NLTK
• Pickle
• Stringcode
• Unicodedata
• Randint
• Seaborn
• Matplotlib
• Wordcloud
• SKlearn
• contractions
• Rouge-Score

Figure 2. Necessary Libraries-1
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Figure 3. Necessary Libraries-2

4 Code

• Preprocessing of Data

• Defining the Contraction Dictionary

Figure 4
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Figure 4 shows declaration of contraction dictionary.

• Expanding the Contractions

Figure 5

Figure 5 shows the expansion of contractions.

• Removing Punctuation Marks

Figure 6
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Figure 6 shows the removal of punctuation marks.

• Removing Numbers

Figure 7

Figure 7 shows the removal of the numbers.

• Removing Stopwords

Figure 8

Figure 8 shows the removal of the stop words.

• Saving the data after Preprocessing

Figure 9

Figure 9 shows saving of the data after preprocessing.

• Creating a Word Cloud
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Figure 10

Figure 10 shows the aspects in a WordCloud.

• Rare word Analysis

Figure 11

Figure 11 shows the rare word analysis. The word which has less occurrence is a rare
word.

• Splitting the dataset
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Figure 12

Figure 12 shows splitting the data in training and testing sets.

• Tokenizing

Figure 13

Figure 13 shows the code for tokenizing the words.

• LSTM Model
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Figure 14

Figure 14 shows building of the LSTM Model.

• Summary of LSTM Model

Figure 15
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Figure 15 shows the summary for LSTM model.

• Epochs of LSTM

Figure 16

Figure 16 shows the 8 epochs for LSTM model.

• Accuracy of LSTM model for Text Summarization

Figure 17

Figure 17 shows a graph for accuracy of training and testing data.

• Loss of LSTM model for Text Summarization
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Figure 18

Figure 18 shows a graph for loss of training and testing data

• Inference LSTM model

Figure 19
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Figure 19 shows the inference LSTM model.

• Creating a Predicting Model

Figure 20

Figure 20 shows creation of a model to predict the summary.

• Summarization with LSTM

Figure 21

Figure 21 shows the summarization of the food reviews by the LSTM model.

• ROUGE Score
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Figure 22

Figure 22 shows the code for ROUGE score for LSTM model.

• ROUGE Matrix for LSTM
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Figure 23

Figure 23 shows the precision, recall and f1measure for LSTM model.

• BDLSTM Model

Figure 24

Figure 24 shows building of the BDLSTM Model.

• Summary of BDLSTM Model
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Figure 25

Figure 25 shows the summary for LSTM model.

• Epochs of BDLSTM

Figure 26

Figure 26 shows the 10 epochs for BDLSTM model.

• Accuracy of BDLSTM model for Text Summarization
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Figure 27

Figure 27 shows a graph for accuracy of training and testing data.

• Loss of BDLSTM model for Text Summarization

Figure 28

Figure 28 shows a graph for loss of training and testing data

• Inference BDLSTM model
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Figure 29

Figure 29 shows the inference BDLSTM model.

• Summarization with BDLSTM

Figure 30

Figure 30 shows the summarization of the food reviews by the BDLSTM model.

• ROUGE Score
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Figure 31

Figure 31 shows the code for ROUGE score for BDLSTM model.

• ROUGE Matrix for LSTM

Figure 32

Figure 32 shows the precision, recall and f1measure for LSTM model.

• LSTM with Attention Mechanism Model
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Figure 33

Figure 33 shows building of the LSTM with Attention Mechanism Model.

• Summary of LSTM with Attention Mechanism Model

Figure 34
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Figure 34 shows the summary for LSTM with Attention Mechanism model.

• Epochs of LSTM

Figure 35

Figure 35 shows the 8 epochs for LSTM with Attention Mechanism model.

• Accuracy of LSTM with Attention Mechanism model for Text Summar-
ization

Figure 36

Figure 36 shows a graph for accuracy of training and testing data.

• Loss of LSTM with Attention Mechanism model for Text Summarization
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Figure 37

Figure 37 shows a graph for loss of training and testing data

• Encoder Decoder LSTM with Attention Mechanism model

Figure 38

Figure 38 shows the Encoder Decoder LSTM with Attention Mechanism model.

• Summarization with LSTM with Attention Mechanism model
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Figure 39

Figure 39 shows the summarization of the food reviews by the LSTM with Attention
Mechanism model.

• ROUGE Score

Figure 40

Figure 40 shows the code for ROUGE score for LSTM with Attention Mechanism
model.

• ROUGE Matrix for LSTM
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Figure 23

Figure 23 shows the precision, recall and f1measure for LSTM with Attention Mech-
anism model.
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