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1 Introduction 
 

In this Configuration Manual all the perquisites required to reproduce the research and its 

outcomes on individual environment are mentioned. The software and the hardware 

requirement along with a snapshot of code for Data Import and Exploratory Data Analysis , 

Data Pre-processing, Label Encoding, Feature Selection, all the models-built Cross 

Validation and Evaluation are included. The structure of the report is as follows, Section 2, 

gives the information about environment configuration.  

Section 3, provides detail about data collection. Section 4 is data exploration consists of Data 

Pre-processing and Exploratory Data Analysis. Label Encoding is explained in section 5. 

Section 6 provides the details about Feature Selection. Class Balancing and train test splits 

for the data for model training and testing are covered in Section 7 . Section 8 provides the 

details about the models built and cross validation. Section 9, explains how results are 

computed and visualized. 

 

2 Environment 
 

This section provides the details of Software and Hardware requirements to implement the 

research done.  

 

2.1 Hardware Requirements  

 

Below Figure 1, provides the hardware specifications required. Intel i5-1135G7 is the 11th 

Generation Intel Core CPU @ 2.40 GHz, 8 GB installed DDR4 RAM Memory at speed of 

3200 Mhz, 64 Bit Windows 10 operating System, 512 GB SSD.   
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Figure 1: Hardware Requirements 

 

2.2 Software Requirements 
 

• Anaconda 3 for Windows (Version 4.8.0)  

• Jupyter Notebook (Version 6.0.3)  

• Python (Version 3.7.6) 

 

3 Data Collection 
 

The data is taken from https://www.kaggle.com/datasets/fedesoriano/cirrhosis-prediction-

dataset. 

 

4 Data Exploration 
 

 All the Python libraries required to implement the entire project are listed in Figure 2.  
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Figure 2: Required Python Libraries 

 

The Figure 3 represents the code to import data.  

 

 
 

Figure 3: Data Import 

 

The Figure 4 represents the code to check data information and the count of missing values 

for each feature column.  
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Figure 4: Data Columns 

 

 
 

Figure 5: Data Information 
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Figure 6: Data Statistics 

 

 

 
Figure 7: Checking for missing Values 
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Figure 8: Handling Missing Data 

 



7 
 

 

 
 

Figure 9: Plotting the Number of patients with liver disease vs 

Number of patients with no liver disease 

 

 
Figure 10: Plotting the Number of Male and Female patients 
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Figure 11: Plotting patient Age vs Gender 

 

 
Figure 12: Plotting patient Age vs Gender 
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Figure 13: Plotting Gender (Male/Female) along with Bilirubin and Prothrombin 
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Figure 14: Plotting Bilirubin and Prothrombin 
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Figure 15: Plotting Alkaline_Phosphotase vs Albumin 
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Figure 16: Plotting Sex (Male/Female) along with Cholesterol and Copper 

 



13 
 

 

       

Figure 17: Plotting Gender (Male/Female) along with 

 SGOT and Platelets and Triglycerides 

 

 

 

 

5 Label Encoding 
 

The Figure 18, illustrate the code to encode all the columns of object type. 
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Figure 18: Label Encoding 

 

6 Feature Selection 
 

Recursive Feature Estimator is used to select the features using Decision Tree classifier and 

running a pipeline to find the best features. The Repeated Stratified K-Fold cross-validation is 

used to check to validate the features selected. Figure 19 below, shows the implementation of 

this process. 
 

 
 

Figure 19: Feature selection 
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Figure 20: Find the feature with high correlation 

 

 
Figure 21: Dropping Features with high correlation 

 

 

7 Class Balancing 
 
 

 
 

Figure 22: SMOTE Class Balancing 

 

 

 
 

Figure 23: Splitting training and testing set (in 80:20 ratio) 
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Figure 24: Splitting training and testing set (80:20) 

 

 
 

Figure 25: Feature and target set in training and testing data 

 

 
 

Figure 26: Data Scaling 

 



17 
 

 

 
 

Figure 27: Reshaping for neural network models 

 

 

 

8 Deep Learning Models 
 

8.1 RNN 
 

 
 

Figure 28: Implementation of RNN 

 

 
Figure 29: Implementation of RNN Model training 
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Figure 30: Loading saved model and making predictions 

 

 
Figure 31: Evaluating Model Performance 
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8.2 DRNN 

 
 

Figure 32: Implementation of DRNN 

 

 
Figure 33: Implementation of DRNN Model training 

 

 
Figure 34: Loading saved model and  
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Figure 31: Evaluating Model Performance 

 

8.3 Random Forest Trees 
 

 
 

Figure 32: Implementation of Random Forest Trees 
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8.4 SVM 
 

 
 

Figure 33: Implementation of SVM 
 

 

9 Model result 
 

This section explains the performance of the models. 

9.1 Model Scores 
 

 
Figure 34: Model Performance 
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9.2 Model Accuarcy  

 
 

Figure 35: Model Accuracy 
 

9.3 Model Predictions 
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Figure 36: Model Predictions 
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