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Empirical Study and Forecasting Tesla Stock prices
using Sentimental analysis and deep learning methods

Jorden Anthon Lopes
X19213344

1 Environment Requirements

This configuration manual discusses the hardware and the software required to implement
the research work. The steps taken are mentioned so it will be easy for anyone replicating
the experiments.

2 System Specification

2.1 Hardware Requirements

The system specification where all experiments implemented are discussed below:

• Processor: Intel Core i5.

• System Memory:1TB Hard disk, 256GB SSD.

• RAM:20GB.

2.2 Software Requirements

The software requirements are discussed below:

• Windows Edition: Windows 10

• Integrated Development Environment:Google Colab.

Colab reference figure 1

Figure 1: Google colab

• Scripting Language: Python 3.

• Cloud Storage: Google Colab.
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2.3 Libraries

This project is combination of two part

2.3.1 Time series Implementation

first part is time series model implementation and required libraries are mentioned in
Figure 2

Figure 2: Time series model libraries

2.3.2 Sentimental analysis

Second part is includes sentimental analysis implementation and required libraries are
mentioned in Figure 3

Figure 3: Sentiment Anlysis model implementation libraries
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2.4 Google colab setup

If any user does not have colab setup on google drive then

• go to google drive.

• click on new.

• click on More

• check for Google Co-laboratory

• if you do not have there plese go to more App and search for Colab.

3 Time Series Implementation

3.1 Experiment 1: Simple model implementation

• Upload TSLA.csv on google drive

• Open Google colab

• Upload x19213344Simple.ipynb file on google drive

• Double click on File on drive to open in google colab.

• change the path according to your drive location where TSLA.csv file has been
stored.set path in below cell.

Figure 4: Path to be set according to drive location

• Post opening file runtime set to GPU

• Till Drive mounting Execute one-one steps

• post mounting to drive Click on Runtime and select Run after.

• Analys the results of Experiment 1 which is implementation of Simple models.

3.2 Experiment 2: Adding convolution Layer

• Upload TSLA.csv on google drive

• Open Google colab

• Upload x19213344CNNMOdelAddition.ipynb file on google drive

• Double click on File on drive to open in google colab.
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Figure 5: Path to be set according to drive location

• change the path according to your drive location where TSLA.csv file has been
stored.set path in below cell.

• Post opening file runtime set to GPU

• Till Drive mounting Execute one-one steps

• post mounting to drive Click on Runtime and select Run after.

• Analys the results of Experiment 2 which is implementation of CNN-Bi-LSTM,CNN-
LSTM and CNN-RNN model

3.3 Experiment 3: Removing Outliers from data-set

• Upload TSLA.csv on google drive

• Open Google colab

• Upload x19213344CNNMRemmoveOutlier.ipynb file on google drive

• Double click on File on drive to open in google colab.

• change the path according to your drive location where TSLA.csv file has been
stored.set path in below cell.

Figure 6: Path to be set according to drive location

• Post opening file runtime set to GPU

• Till Mounting execute one -one step

• post mounting to drive Click on Runtime and select Run after.

• Analys the results of Experiment 3 which is implementation of CNN-Bi-LSTM,CNN-
LSTM and CNN-RNN model without outliers in dataset.
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4 Sentimental Analysis implementation

• Upload tweet tesla data.csv on google drive

• Upload TSLA updated.csv on google drive

• Open Google colab

• Upload x19213344SentimentAnalysis.ipynb file on google drive

• Double click on File on drive to open in google colab.

• change the path according to your drive location where tweet tesla data.csv and
TSLA updated.csv file has been stored.set path in below cell.

Figure 7: Path to be set according to drive location

• Post opening file runtime set to GPU

• Till Drive mounting Execute one-one steps.

• post mounting to drive Click on Runtime and select Run after.

• Analys the results of sentiment analysis process , this process will take couple of
hours to execute.

5 Important codes

Figure 8 describes how data is distributed
Figure 9 describes Graphical representation of data
Figure 10 describes Correlation between features
Figure 11 describes outlier detection process
Figure 12 describes how year wise data has been distributed
Figure 13 describes total volume distribution by year
Figure 14 describes total training loss
Figure 15 describes CNN-LSTM model
Figure 16 describes CNN-RNN model
Figure 17 discribes how data can be imported from drive
Figure 18 describes How outlier can be removed from dataset
Figure 19 describes configuration of CNN-BI-LSTM model
Figure 20 describes configuration of SGD and Huberloss function
Figure 21 describes the code use for concatenating tweets day wise
Figure 22 describes calculation of sentiment score
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Figure 8: Data distribution

Figure 9: Stock price value graphs

6



Figure 10: Correlation matrix

Figure 11: Outlier detection process
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Figure 12: Year wise data distribution

Figure 13: Year wise volume distribution
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Figure 14: Training loss

Figure 15: CNN-LSTM model
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Figure 16: CNN-RNN model

Figure 17: Importing data from Drive
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Figure 18: Outlier Removal code

Figure 19: Code of CNN-BI-LSTM
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Figure 20: Code of SGD and Huber loss function

Figure 21: Tweet concatenation
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Figure 22: Calculation of sentiment score

6 Data set Links

for this implementation data has been covered from Yahoo finance and Tweeter API
1.Link for Yahoo Fiance: https://finance.yahoo.com/quote/TSLA?p=TSLA&.tsrc=

fin-srch

2.Figure 23 Tweeter data Download

Figure 23: Tweeter data Download
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