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Configuration Manual 

Sachin Pralhad Langute 

Student ID: 19234635 
 

 
 

1 Introduction 

In this configuration manual, the author has given end-to-end details of all the process that was 

equipped in the study for the facial expression recognition system. Based on these aspects, the 

results were predicted. This manual also highlights the technical study which shows all the 
Python libraries which were used to study the working of the CNN model which was used for 

predictive analysis. The aim of this configuration manual is to make it easy for the reader to 
understand how things were processed from start to end. 

 

2 Design Specification 

It is a documented artifact explaining every single detail of the product, the use or the 

requirement of the product, the elements that make the product more important, and the 
technicalities associated with the product. This document must incorporate all the précised 

work equipped in this study including the challenges faced during the research.  

 

2.1 Machine Hardware Configuration 

 
Following hardware combinations were used to finish the project. 

 
 

 

 

 

 

2.2 Machine Software Configuration 
 

The specifications of the software utilized for the system were as follows: 
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2.2.1 Anaconda Installation 
 

For the machine learning models, the most recent version of anaconda was installed. Its setup 

procedure involved the below steps: - 
 

Go to the official anaconda website and select the link for windows installation. 
 

 

 

 

 

Download the Anaconda installer file and once downloaded, install the software on the machine. 
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Click on all the positive terms mentioned in the installation setup. 
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The setup starts installing the application. 
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Create a new environment and give it a name. 

 

2.3 Libraries used for model implementation 
 

 
 



6  

3 Dataset: 
 

 

 
The data comprises grayscale pictures of faces 48x48 pixels in size. The faces have been 
already selected in such a way that highlights the center of the image with equal size for 

each image. There is a need for feature mapping for each image such that every image is 
categorized into one of the seven Ekman’s emotions classes which include the facial 

expressions with a labeled numerical class (0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 
5=Surprise, 6=Neutral). 

The dataset used for the FER system has two CSV files namely, train.csv and test.csv. The 
training dataset includes two-column data having the pixel value of the input image and 

the emotion associated with the pixel. There is also a column named “feeling” which 

depicts the mapped emotion class. The emotion column comprises the string value of the 
emotion which is enclosed in a quotation mark. 

There is a single column in the testing dataset file with an emotion column enclosed with a 
string value for a particular emotion and the job is to predict the emotion depicted in that 

string value. 
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The training dataset includes 28,709 instances whereas, the leaderboard's public test set 

has 3,589 samples. 

 

 

4 Data Preprocessing: 

In Data preprocessing the author has converted the images from grayscale to RGB and also 

amplified the pixels of each image. 

 

 

 

5 Data Augmentation: 

 
The first strategy is data augmentation, which was utilized in all of our models as a 
preprocessing step. The author used Keras' "ImageDataGenerator" for data augmentation. It 

generates 32 augmented images from a single image by rotating, flipping, and employing 
other predefined techniques. 
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6 Design specification: 

The author has used 3 models namely: 

1. Convolutional Neural Network with 5 convolutional layers 

2. Convolutional Neural Network with 3 convolutional layers 

3. VGG16 model 

 

Out of all the three models, VGG performs the best with an accuracy of 85.75% and a loss of 

1.73. The CNN model with 5 convolutional layers has the lowest accuracy of 25.65% and 

loss of 1.78 and on the other hand, the CNN model with 3 convolutional layers performs the 

second-best with an accuracy of 57.27% and loss of 1.89. 
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6.1 Convolutional Neural Network with 5 convolutional layers: 
 

 

 

 

Result Evaluation for CNN5: 
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6.2 Convolutional Neural Network with 3 convolutional layers: 

 
 

 

 

Result: 
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6.3 VGG model: 

 

 

Result: 
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