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Abstract 

 

The recognition of facial expressions (FER) is critical for social communication. 

However, existing research has limitations when it comes to addressing facial expression 

differences related to variations in the demographics such as age, gender, etc. In face-to-

face encounters, facial expressions communicate nonverbal information. Since the last 

three decades, researchers have become increasingly interested in detecting facial 

expressions automatically, which is very important for Human-Computer interaction. The 

average person exhibits seven various emotions depending on the scenario, which include 

anger, sorrow, happiness, surprise, disgust, neutral, and afraid. Every person has their style 

to show emotions, which cannot be related culturally. Traditional machine learning 

algorithms can need a sophisticated feature extraction procedure and yield poor results. 

Artificial Neural Networks (ANN) have been developed to address some of these 

constraints. The latter produce good results but do not address all the issues such as camera 

angle, head position, occlusions, and so on. In this research, the author investigates neural 

network models that are employed in the field of face emotion identification. The author 

also offers a bilinear pooling-based architecture to build on earlier work's achievements 

and to give solutions to these reoccurring restrictions. This method vastly increases the 

performance of designs based on traditional CNNs. This study investigates deep learning 

strategies for face emotion identification based on Convolutional Neural Networks as well 

as the VGG16 model. Furthermore, input data is extended by rotation, cropping, and 

flipping. 

 

Keywords: Facial emotion recognition, Convolutional Neural Network (CNN), VGG16, Deep 

Learning, Classification, Machine Learning. 
 

 

1 Introduction 
 

The remembrance of emotions is critical during the production of Augmented Reality 

(AR) and Artificial Intelligence (AI) in understanding human actions for various physiological 

and psychological elements in the fields of medical, computer and mobile apps, sports, and 

other diverse sectors. Emotion identification may be detected using discrete motions such as 

face motioning, upper body movements such as hand movement, and total body skeletal 

movement. The goal of this study is to provide a unimodal recognition system that will provide 

us with the emotional condition of a real-time human utilizing various gesture representations. 

This will be advantageous in terms of learning more about human communication behaviors 

and human-robot operations. Convolutional Neural Networks will be used extensively in this 

machine learning modeling. Emotion recognition allows users to engage with machines and 

their surroundings by employing various physical movements to gain a deeper grasp of the 
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human emotional state. This behavioral condition can aid in a wide range of research projects 

in a variety of fields. These fields include autonomous assisted driving in automobiles, assisting 

youngsters with autism spectrum disorder, emotional-intelligence systems such as the Mascot 

robot system, psychological aid, human-computer interaction, and many others. This emotional 

detection system simplifies human life by functioning in such a manner that it provides 

individuals with automated support based on their moods. For example, an ER system may be 

utilized in a home to adjust the lighting and play music based on the user's psychological 

condition. Furthermore, it may provide temperature support by measuring human body 

temperature, which can help to calm people down and make their house a more relaxing 

environment. 

As deep learning allows the usage of various deep neural layers for distinct learning methods, 

it results in more fame which marks the rise in the applications in the field of computer vision 

using these practices. CNN gives more precised accuracy and performance as it associates the 

extracted features with the classified objects in one single learning architecture. Convolutional 

Neural Network-based learning algorithms are used for segmentation, classification, and 

reconstruction problems(M. Aza et al. 2020). However, with the introduction of deep learning 

in the last decade, FER technology has reached exceptional accuracy in identifying emotions 

from face photos under real situations, outperforming human performance. This has enabled 

the creation of ground-breaking applications in robotics, health care, automated driving, along 

with a variety of additional human-computer interaction systems (Yang et al. 2020). Current 

Human-Machine Connection (HMI) technologies lack the area of socially interacting with 

people making it difficult to understand emotions. To overcome this challenge and understand 

human emotions more closely, HMI has made use of facial expressions which has helped a lot 

to evolve and comprehend social communication (A. Mollahosseini. 2018). 

Interaction Human-Machine (IHM) research mostly focused on developing strategies 

depending upon utilization of mouse, screen, and keyboard. Nowadays, there are no 

obstructions for the user enabling the use of numerous IO devices, and also using other 

recognizable techniques such as hand gestures, fingerprints, or face detection. Due to this, there 

is not much difference left between the real and the artificial world. To achieve this significant 

evolution, there is a need to intervene in an individual's activity and look into them very 

carefully which requires computer vision technologies(A. Fathallah et al. 2017). 

The goal of this research project is to recognize emotions so correctly that when a real-time 

image is supplied to the trained model, it should give us the right answer with no risk of error, 

just like it did on the train/test dataset. It employs a Convolutional Neural Network for the 

novel capacity of automatically identifying human emotions to assist persons who have partial 

or complete communication sense impairment. This will enable the intended audience to 

recognize and trigger a real-time emotional response, as well as offer individuals an emotional 

stimulation based on Ekman’s classifications of emotions: anger, disgust, fear, happy, sad, 

surprise, and neutral. Few scholars, however, believe that there are more complex and affective 

states of emotions that are difficult to categorize in a single discrete class since these emotions 

may be portrayed in an n number of facial expressions and bodily gestures that must be 

intervened since these complicated emotions might assist us in comprehending the intellectual 

mental state (Baron-Cohen et al. 2003). These distinct emotions, which might include shame, 

depression, agreement, pondering, curiosity, concentration, and so on, can be more instructive 

about an individual's mental state since they occur more frequently in our everyday lives than 

fundamental emotions. There are a few other disadvantages to the system, such as picture 

quality owing to poor lighting and low resolution, distance from where the image is taken, and 

image complexity due to brightness change, which may disrupt the original image specification 

(Cootes et al. 1995). According to a study in psychology, there are three critical methods to 
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emotion modeling that we can distinguish: categorical, dimensional, and appraisal-based 

approaches (Grandjean et al. 2008). 

The primary goal of this study is to analyze gestures and predict human emotions. Thus, the 

study question for this work might be stated as: 

 

"How correctly can we anticipate human emotions based on facial expressions portrayed in the 

images?" 

 

Motivation comes from accurately predicting these pictures despite visual complexity, 

as well as from including an external image into the model and testing accuracy after the model 

has been trained. The researcher will also attempt to train the model using a collection of 

physical motions, as these gestures can be employed when facial expressions are not obvious. 

The Feedforward Deep Convolutional Neural Network will be used in the study in a variety of 

ways. When we compare with the monomodal, Bi-modal, and multi-modal depending on the 

accuracy, the multi-model system delivers magnificent outcomes with ultimate high accuracy. 

This is because mono-models will only include one component of human gesture (for example, 

only facial expression), however, if other aspects are included in the model, it will be more 

attentive based on other bodily motions and provide results more pro-actively (Santosh Kumar 

et al. 2019). 

 

2 Related Work 
 

Many scientific investigations have been stated when it comes to emotion identification since 

it outshines current advances in every conceivable way. Modern self-driving vehicles use these 

technologies to automatically switch to autopilot mode when it predicts the driver's mental state 

or when he or she is driving inattentively (Agrawal et al. 2013). Because of online classes, a 

relatively current example of an emotion detection system may be observed in the teaching 

sector. These online platforms may be used to monitor learning activities and assess 

instructional outcomes. It is possible to execute how these lessons are carried out using the 

emotions recognition system based on the learning rates and by examining the emotional states 

of the students (Liang 2019). Vu et al. (2011) presented a bimodal based on dual unimodal as 

the basis to include informative recognition from speech and gesture that are blended utilizing 

weights criterion and majority vote procedures. These criteria would assist us in developing a 

better classifier, allowing us to detect communication circumstances more effectively. In this 

model, fifty Japanese vocabulary and eight types of gestures from five persons were employed, 

and an 85.39 percent accuracy rate for emotion identification was attained utilizing RT 

middleware. Another study claimed that gestures might play an important role in 

communicating emotional information. This article exclusively employs gestural 

communication for emotional detection, and it achieves an accuracy of 94.4 percent utilizing 

fuzzy sets and a training set of only one gesture per feeling (Kar et al. 2013). The system 

estimates the gestural signals to determine the class of the indicated emotion, implying that 

emotion recognition results in lower-cost efficiency and higher accuracy with less complexity. 

They utilized gestures from the six trajectories with the most mobility since the progressing 

regions supply more data on a person's emotional state, and these datasets are gender agnostic, 

giving us good accuracy with any external picture input to the algorithm. According to Mishra 

et al. (2017)'s research, facial expressions account for 93 percent of human communication. 

Thus, they employed the fundamental seven emotions to demonstrate the intensity for a human-

computer communication system and achieved an accuracy of 63.03 percent utilizing the 

support vector machine and Convolutional neural networks. This study strategy and the 
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algorithms yield noteworthy results for further investigation in the field of computer-based 

emotion recognition systems. 

The system assesses gestural signals to identify the emotion class, meaning that emotion 

identification results in lower-cost efficiency and greater accuracy with less complexity. They 

used gestures from the six most mobile trajectories because they provide more data on a 

person's emotional state, and these datasets are gender agnostic, providing us high accuracy 

with any external picture input to the system. Facial expressions make for 93 percent of human 

communication, according to Mishra et al. (2017)'s research. As a result, they used the basic 

seven emotions to display the intensity for a human-computer communication system and 

obtained an accuracy of 63.03 percent using the support vector machine and Convolutional 

neural networks. This research technique and the algorithms produce notable outcomes for 

future research in the field of computer-based emotion recognition systems. The data were 

merged at both the Bayesian feature level and the decision level, and the experiment showed 

that when data fusion is performed at the feature level, the results are significantly better than 

when fusion is performed at the decision level. Various psychological research suggests that 

collecting physical movements and gestures reveal important information on emotion 

identification, however, few trials use these gestural motions. When developing an emotion 

recognition system, most theorists rely only on facial expressions and voice. According to 

recent research, there are many more psychologically sophisticated human emotions, which 

will improve the overall accuracy of the sentiment and emotion identification system. The 

authors employed the hashing approach to extract the essential points from the video portrayal 

and then convolutional Long Short-Term Memory (LSTM) networks to manipulate the series 

information in this article (Son Thai Ly et al. 2018).  

In the realm of Human-Machine Interaction, Emotion recognition has gained a lot of popularity 

due to the promise of applications. Nonverbal gestures play an important part in transmitting 

feedback and emotional condition to the user. For such emotion-conveying devices, a plethora 

of sensors have been used. These sensors can assist robots in learning about the social 

intelligence of the human species. Facial expression data is collected and put into algorithms 

for assessing a person's emotional state based on their facial expressions. Furthermore, these 

datasets are diversely examined in Augmented Reality utilizing a mixed reality device known 

as Microsoft HoloLens. The study evaluated the outcomes of ER using Microsoft HoloLens 

and a basic camera (Mehta et al. 2018). It was discovered that photographs recorded with a 

Microsoft HoloLens have higher accuracy than images acquired with a conventional camera 

since the webcam images were confused with other emotions such as melancholy. Because of 

advances in computer science, people may now communicate with machines in previously 

imagined ways, going beyond manual hardware communication, by employing current ideas 

such as gestures, voice, and force-feedback networks. However, these advancements miss the 

most vital component of communication, which is the emotional touch. Several programs are 

favored to comprehend human emotions to communicate more effectively. Some advances 

were made in one of the studies, which included the use of facial expressions, voice, and 

psychological cues in a multimodal system (Sebe et al. 2015). These modalities are treated and 

trained individually before being merged to demonstrate the obstacles that these multimodal 

face. Furthermore, the authors describe the numerous limitations and challenges encountered 

for emotion detection systems, as well as a description of how unlabeled data may be added to 

the system and used to improve the model's efficiency. One of the theorists suggested the 

concept of emotional recognition in the teaching domain to better understand students' learning 

behaviors in the context of modern online education (Wang 2021). The author emphasized the 

limits of current learning systems that can be used to assess teaching skills by evaluating 

learning habits. These constraints may be identified by examining the learning behavior 

utilizing pictures for emotion recognition. The picture emotion identification was first grasped 
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with the specifics of the online learning behaviors, and then the essential points from the face 

photos were extracted using the enhanced Local Binary Pattern (LBP) technique and wavelet 

processing. Later, based on the assessment, the author created an online learning behavior 

composition and then provided a technique for emotion identification via facial movements 

based on the attention mechanism. This approach is useful for online learning behaviors based 

on visual emotion recognition. This model attained an overall accuracy of 80.04 percent by 

utilizing the convolutional neural network and the attention mechanism. Human-Computer 

Interaction has recently gained popularity because it may be used to comprehend and 

communicate with machines based on an individual's emotional state. This research may be 

used in a variety of fields, including medicine, education, and so on. Physiological signals and 

neuro-imaging breakthroughs, in addition to facial expressions and voice, can be used to 

achieve a superior emotion identification system. To attain a greater classification rate, many 

researchers have adopted a user-dependent emotion recognition system. Larger data samples, 

as well as sophisticated signal processing techniques, are necessary to achieve this, which will 

also improve the user-independent classification rate. Jerritta et al. (2011) recommended that 

physiological signals be used to create an efficient emotion identification system. In the case 

study, many notions of emotions and actions are examined, as well as the obstacles faced by 

the emotion identification system using physiological information. The user-dependent 

emotion recognition system has a 95 percent accuracy rate. 

There has been research that has employed many models to get a more accurate emotion 

identification system using only facial expressions. The Haar cascade, an Adaboost classifier 

for categorizing fundamental emotions like anger, pleased, disgust, startled, and neutral, and 

an Active shape model for feature extraction utilizing the 26 face locations are among these 

models. This implementation is done in real-time on a Raspberry Pi II, with a 94 percent overall 

accuracy (Suchitra et al. 2016). When this Raspberry Pi II is connected to a mobile or computer-

based auto-bot, it can recognize real-time dynamic emotions on a variety of social platforms 

where emotional activity is required. Rather than testing with the static emotional state of the 

face, the authors of another study employed dynamic movement abilities such as amplitude, 

fluidity, and speed of movement (Castellano 2007). Both the time series model and the dynamic 

motion expressive model are used to train the model. Using a classification technique, the 

author ended the study by evaluating emotion recognition rates for both models. The modalities 

of gestures have a considerable impact on the emotion detection system's categorization. On 

our database, research was recommended that would employ 3-dimensional skeletal data and 

would apply a posture evaluation basis approach for the extraction of 3D skeletal coordinates 

(Shi et al. 2021). Early ideas were utilized to link the user's actions to a graphical neural 

network, which was then used to represent the joints with spatial connections. For skeleton-

based emotion identification, a self-attentive enhanced spatial-temporal graph convolutional 

network is used. The skeletal structure is represented graphically as a static point, and the self-

attention model dynamically creates multiple connections between the joints, contributing 

more information to the system. With an accuracy of 82 percent, this model beats the other 

models, indicating that the skeletal-based technique used in this work may be incorporated in 

a multimodal system for maximum emotion identification accuracy. We are now going to look 

at both the monomodal and multimodal approaches in a single research paper, where the 

emotions recognition system is first used with the help of bodily gestures, and then the results 

are compared with the other modality, which is the automatic emotional body gesture 

recognition (Corneanu et al. 2018). To begin, we use both the dynamic and static position 

estimation methods to detect people, followed by the use of emotion expressive photos. In 

another study, the authors used upper body gestures such as head and hand movements by 

individuals to develop a model for expression analysis of bodily gestures and motion cues for 
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basic emotions such as anger, relief, sadness, joy, and so on using a scenario-based 

methodology (Glowinski et al. 2008). 
 

 

3 Research Methodology 
 

In a Convolutional Neural Network(CNN), the algorithm used is often allowed to learn more 

composite functions by adding more convolutional layers which results in a better performance 

of the model. Meanwhile, these increased neurons can also lead to complexities like additional 

calculative requirements and overfitting of data. In a study by Arora et al. (2013) about the 

deep sparse networks, the drawbacks of the increased layers can be clearly seen in both the 

theoretical and biological aspects of the research. The recent CPUs and GPUs lack consistency 

in computing the problems in sparse networks. To overcome this challenge, Inception layers 

are used along with the deep convolutional layers in the model used to complex functionalities 

in sparse networks(O. Russakovsky et al. 2014). 

Significant results were obtained by the introduction of the Inception layer in a study carried 

out by Y. Sun et al. (2015) and C. Szegedy et al. (2014) which was considered to be motivating 

the upcoming Facial Expression Recognition studies by using the designated techniques. The 

Inception layers make a significant improvement theoretically depending on the increased size 

of the network, but this also results in an improvement in feature identification for the local 

features. As the smaller number of neurons are responsible for local feature identifications, 

these increased neural layers are accountable for identifying features globally. Each individual 

can perceive emotions just by looking at the local facial features like lips and eyes 

movements(E. Bal et al. 2010). This study can be related to children with autism frequently 

struggling to discriminate between emotions unless they are reminded to look at the same local 

characteristics (E. Bal et al. 2010). We may expect considerable increases in local feature 

performance by employing the Inception layer in the algorithm and increasing the number of 

neural layers study presented by Lin et al. (M. Lin et al. 2013), which can be used to explain 

the increased performance in the Facial Expression Recognition system. 

The other benefit of having more neurons in an algorithm can be seen as reducing the 

overfitting of trained data. This is achieved as the overall performance of the global pooling is 

enhanced. This significant improvement in overfitting permits the user to increase the number 

of convolutional layers in a network and increase the overall performance and accuracy.  

The goal of the suggested technique is to construct an emotional detection system based on an 

open-source Kaggle dataset, where we first train our model using a deep convolutional neural 

network to recognize fundamental emotions based on facial expressions in photos.  

 

3.1 Dataset 

 
There is a "pixel" field made up of 48*48 face photos. It is saved as a one-dimensional string 

that has been flattened. Some of these photos are regarded as noisy. For example, funny 

pictures, images with obscured facial expressions, and images that are entirely dark. None of 

these photos were eliminated from training for comparison with the earlier study. In the 

beginning, the author will pass our dataset of a total of 28,709 face photos in model 

development, with each image being in the format 48*48 pixels grayscale image and the test 

images consisting of just the pixel value of seven unique emotions (Angry, disgust, fear, happy, 

sad, surprise, neutral).  
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Figure 1: Sample images from the dataset. 

 
The following is a link to the dataset: 

 

Facial Expression Recognition Challenge Dataset | Kaggle 

 

For the feature extraction step, we'll center the face in each image such that each image takes 

up the same amount of area. Then the cleaned and formatted data is populated to the CNN 

model. To process each image in an equal amount of space, image flattening would be 

necessary. The class activation maps technique will be utilized by the author to determine 

which part of the image was used to categorize the specific class of emotion using the 

Convolutional neural network. After the model has been fully trained for emotion 

identification, an external picture will be input into the educated algorithm, allowing the real-

time image to be classed using the same technique. The final model is expressed using graphs 

and different visualizations, making it easy for both the author and the reader to understand 

just by looking at the visuals of the models and modeled photos. 

In the very first step, the author has done a dictionary mapping for all seven emotions. 

Thereafter, set the size for each image as 20 x 30 inches and then plot a simple raster image for 

each sub-plot using the enumerate function for each axis. 

 

3.2 Pre-processing 

 
CNN performance may be influenced by a variety of circumstances, including crowded 

backgrounds, lighting, and postural variation. The use of preprocessing filters may increase the 

accuracy of identifying facial expressions. Sharpening photos, for example, can improve the 

edges of vital features like the lips and eyes. These contours are critical in predicting face 

emotions. When the colors are the same, histogram equalization aids in distinguishing the 

foreground from the background. Three pre-processing strategies commonly employed in 

facial expression recognition models are used in our research. In data preprocessing author first 

convert the single-channel image to a 3-channel image i.e., simply convert the dataset image 

from grayscale to RGB image. For training our model the author keeps 80% of the total images 

and the rest 20% for testing our trained model. After that, reshape the train set, validation set, 

and test set to a 48x48x1 dimensional array. 

 

3.3 Data Augmentation 
 

The first method is data augmentation, which was used as a preprocessing step in all of our 

models. For data augmentation, the author has utilized Keras' "ImageDataGenerator." As 

https://www.kaggle.com/debanga/facial-expression-recognition-challenge
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demonstrated in Figure 2, it creates 32 augmented pictures from a single image by rotating, 

flipping, and using other specified processes. 

 

 
Figure 2: Extended each image to five images using transformations. 

 
 

 

4 Design Specification 
 

4.1 Training Architecture 
 

After pre-processing, the proposed model was trained using 80% of the pre-processed images 

from the Facial Expression Recognition Challenge Dataset. For each subject, there are seven 

standard types of emotions in this database. For feature extraction and classification purpose, 

the author has used the Deep Convolutional Neural Networks throughout the training phase. It 

employs a supervised learning method across a large number of photos. Figure 3 depicts the 

proposed convolutional neural network (CNN). 

 

 
Figure 3: Training Architecture 

4.2 Testing Architecture 
 

For testing the model, the author has chosen 20% of the photos from the Facial Expression 

Recognition Challenge Dataset after pre-processing. In the testing stage, feature extraction is 

performed using the convolutional neural network, as in the training phase. However, emotion 

categorization is determined after comparing extracted features with taught features. 
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Figure 4: Testing Architecture 

4.3 Convolutional model 
 

The most impactful advancements in the field of computer vision have been convolutional 

neural networks. It is physiologically inspired by the visual cortex and mimics how the visuals 

are been processed by the human brain. Keras library has dominantly presented this entire study 

with the help of the TensorFlow environment which allows the python packages and this made 

it possible to conduct experiments more quickly and easily. ConvNet designs explicitly assume 

the default input as an image and supervise particular architectural methods which 

subsequently analyze the image's characteristics. ConvNet's layers are summarized as follows: 

 

4.3.1 Input Layer 
 

In the Input layer, there is the pixel value of the image in the form (H x W x C), where H 

represents the width of the image, W points to the width of the image and C denotes the number 

of channels of colors. In this study, it is formulated as (48 x 48 x 1), where the color channel is 

1 which represents grayscale photos. Because the dimensions are fixed, pre-processing is 

required for the pixels so that they can be processed in the Input layer. 

 

4.3.2 Convolutional layer 

The Convolutional layer offers the product of the pixel weight of the image with the small 

space to which the convolutions are associated in the Input layer. The most exclusive feature 

value is the number of filters utilized in the convolutional layer. It generates a random weight 

to the filter which acts like a hyperparameter to this layer. This filter can also be referred to as 

kernel which convolutes the multiplication of the random weight of the element with the pixel 

value of the input image. This dot product gives us the feature map which a distinct feature ID 

for each element and helps in finding the orientation of the image with the associated edges to 

it. This feature ID further helps in improving the pixel value of the image which eventually 

results in a better image recognition system. The dot product generated for feature ID is 

represented as (w * h * f), where f represents the number of filters employed. Due to the 

increase in convolutional layers, the computational time is also increased for dimension 

reduction. To overcome this challenge, the pooling layer is brought into the picture to help 

consecutive dimensionality reduction along the height and the width of the image. MaxPooling 

layer helps in reducing the dimension mapping by a window size and holds the maximum pixel 

value of the original feature mapping window. 

4.3.3 Fully connected layer 
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The output of the pooling layer is linked as an input to this fully connected layer which is also 

known as the dense layer. These outputs are mostly applied at the last stage of the 

Convolutional Neural Network to know the exact number of outputs to the model. This helps 

in correcting the features associated with the layers having random training weights. This layer 

benefits in improving the complex features of the image which results in precised feature 

mapping of the entire image. But during this time it can be likely to overfit the model and to 

prevail over this task, a dropout layer is included at the end of this layer which picks apart 

(typically less than 50%) of nodes during training and sets their weights to zero. 

 

4.3.4 Output layer 
 

The output layer is connected with the outputs of the fully connected layer giving out the 

probability and the classification of the image. As some emotions in humans are often a 

combination of emotions, the likelihood of each emotion is determined. This is accomplished 

by utilizing the network's SoftMax layer. 

4.4 VGG Network 

In 2014, Karen Simonyan and Andrew Zisserman from the University of Oxford created the 

VGG network which then became an integral part of the Convolutional Neural Network. In 

this neural network, there’s an input having 3 channeled RGB pixel label which measures 224 

x 224 pixels. This design employs a Conv3 layer which has a filter size of 3 x 3 and a Conv1 

layer having a filter size of 1 x 1(Aza et al. 2020). The size of the convolutional layer utilized 

varies, as indicated in Figure 5, from 64 x 64 to 128 x 128, 256 x 256, and 512 x 512. 

 

 
Figure 5: VGG Architecture 

 

5 Implementation 
 

For face detection, the author utilized the OpenCV library. The Viola-Jones Haar-like detector 

(P. Viola et al. 2004) serves as the foundation for the face detection method. Because it uses 

integral pictures, which decrease duplicate operations, this approach is extremely fast. 

a. Creating a dataset for emotion classification using a convolution neural network layer. 

b. Making a database using an open CV library. 

c. Recognition and classification training procedure. 

d. All files are being built for Anaconda 3.4 and Python 3.7 software platforms. 

Below you can see the architecture of both the CNN models used in the implementation of 

the model. On the right, there’s a Convolutional model with 3 convolutional layers and on 

the left, you can see the complete and broad architecture of the Convolutional model with 

5 convolutional layers. 
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conv12: Conv2D

batch_normalization_13: BatchNormalization

max_pooling2d_4: MaxPooling2D

dropout 4: Dropout

conv13: Conv2D

batch_normalization_14: BatchNormalization

conv14: Conv2D

batch_normalization_15: BatchNormalization

conv16: Conv2D

batch_normalization_16: BatchNormalization

conv17: Conv2D

batch_normalization_17: BatchNormalization

max_pooling2d_5: MaxPooling2D

dropout_5: Dropout

flatten_1: Flatten

dense_1: Dense

Conv2d_1_input: 
InputLayer

Conv2d_2: Conv2D

Conv2d_3: Conv2D

max_pooling2d_6: 
MaxPooling2D

dropout_6: Dropout

Conv2d_4: Conv2D

max_pooling2d_7: 
MaxPooling2D

Conv2d_5: Conv2D

max_pooling2d_8: 
MaxPooling2D

Conv2d_6: Conv2D

max_pooling2d_9: 
MaxPooling2D

dropout_7: Dropout

flatten_2: Flatten

dense_2: Dense

dropout_8: Dropout

dense_3: Dense

CONVOLUTIONAL 3 CONVOLUTIONAL 5 
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6 Evaluation 
 

The author creates and tests the facial expression recognition technique using the Jupyter 

Notebook. Windows 10 is the operating system in use. The cloud utilized includes Intel Core 

i7 (10th Gen) characteristics with 8 GB of Random-Access Memory (RAM), a 1.5 GHz 

processor,  and an Intel Iris Plus 2 GB Graphics Processing Unit (GPU). 

At the training stage, the FER Challenge dataset is divided in the ratio 80:20 percent for training 

and testing respectively. 

As a result, there are 22967 photos for training and 5741 for testing. On the FER Challenge 

dataset, the recognition objective consists of seven emotion classes: angry, happy, surprise, 

fear, sad, disgust, and neutral. Then, training architectures using 5 convolutional layers and 3 

convolutional layers, as well as VGG16, using initially trained model as parameter standards. 

Adam, RMSprop, and Adam are the optimization algorithms employed, and the learning rates 

are 0.0001, 0.0001, and 1e-10 respectively for the three models. Figures 6, 7, and 8 demonstrate 

the accuracy obtained in the training phase for all of the three models having Adam, RMSprop, 

and Adam functions for optimization of the model, respectively. The accuracy graph is rather 

steady when Adam is used for the 5 convolutional layered models, even though it employs a 

small epoch. 

 

 
Figure 6: Training accuracy for Convolutional 5 model 

 

 
Figure 7: Training accuracy of Convolutional 3 model 

 

 
Figure 8: Training accuracy of VGG16 model 
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The proposed models built during the training phases are employed for recognizing the facial 

expression from each image depending upon the different emotion classes. Each model is 

compared based on the test loss, test accuracy, validation accuracy, and validation loss. Table 

I shows the evaluation findings. The experiment reveals that the VGG16 architecture trained 

with a learning rate of 1e-10 and Adam optimizer delivers the greatest results, achieving 85.75 

percent accuracy, 49.42 percent precision, 2.41 percent recall, and 4.26 percent F1-score. 

 
Table 1: Results Evaluation 

Model Accuracy (%) Loss 

Convolutional 5 25.6 1.78 

Convolutional 3 57.2 1.18 

VGG16 85.7 1.73 

 

Figures 9 and 10 demonstrate the confusion matrix for CNN 5 and CNN 3 architectures with 

Adam and RMSprop optimizers and a learning rate of 0.001. 

 

 

 
Figure 9: Confusion matrix for Convolutional 5 model 

 

 

 

 

 
Figure 10: Confusion matrix for Convolutional 3 model 

 

 

Fear, sadness, happiness, and surprise are all expression classes that have recognition problems. 

One image with true class anger, for example, is incorrectly classified as sad, and two photos 

with the neutral class. 
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7 Ethics 
 

The dataset utilized for the proposed study is open-source data from the Kaggle website, which 

does not raise any ethical concerns about data privacy or other elements of data usability. As a 

result, there is no requirement for an ethical statement form in this study activity. 

 
 

8 Conclusion and Discussion 
 

In this research, the author has presented 3 models for evaluating the result. For Convolutional 

5 and Convolutional 3 models, results might not seem promising but in the VGG16 the final 

result provides the best accuracy. There is still a chance of improvement from the above 3 

models. In some classes of emotions, there is confusion between the emotions which is a result 

of data imbalance. Most of the computer vision technologies like facial expression recognition 

and characteristic forecasting exhibit class imbalance. Deep Convolutional techniques used 

today usually employ element re-sampling or cost-efficient learning strategies. The author 

proved its use via extensive tests and showed that the suggested Cluster-based Large Margin 

Local Embedding (CLMLE) performs astonishingly well when linked with the basic k-nearest 

cluster classifier. CLMLE preserves inter-cluster angular margins both inside and across 

classes, resulting in significantly more balanced class borders at the local level. Our feature 

learning produces new state-of-the-art performance on current face recognition and attributes 

benchmarks in a short period. 

To improve feature discrimination, LMCL generalizes SoftMax by requiring a large angular 

gap between classes. If this does not work, the author shall resort to resampling which is used 

to deal with data imbalance. It overcomes this imbalanced data, it either executes under-

sampling in which the imaged are deleted from the mainstream class, or else it performs over-

sampling in which the number of images in the submissive class is added at each instance. 
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