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1 Introduction 
 

This Configuration Manual lists together all prerequisites needed to duplicate the studies and 

its effects on a specific setting. A glimpse of the source for Data Importing & EDA 
(Exploratory Data Analysis) and after that Data Pre-processing while taking into 

consideration about Bert tokenizer, all the created algorithms, and Evaluations is also 
supplied, together with the necessary hardware components as well as Software applications. 

The report is organized as follows, with details relating environment configuration provided 

in Section 2.  
Information about data gathering is detailed in Section 3. Data pre-processing including EDA 

are included in Section 4's information extraction section. In section 5, the Bert tokenizer is 

described. Insights on Feature Selection are provided in Section 6. Data scalability and train-
test splits are covered in Section 7 for both the purpose of both training and testing models. 

Details well about models that were created and tested are provided in Section 8. How the 
results are calculated and shown is described in Section 9. 

 

2 System Requirements 
 

The specific needs for hardware as well as software to put the research into use are detailed in 
this section. 
 

2.1 Hardware Requirements 

 

The necessary hardware specs are shown in Figure 1 below. MacOs M1 Chip, macOS 10.15.x 
(Catalilna) operating system, 8GB RAM, 256GB Storage, 24’’ Display.  
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Figure 1: Hardware Requirements 
 

2.2 Software Requirements 

 

 Anaconda 3 for MacOs (Version 4.8.0)

 Jupyter Notebook (Version 6.0.3)

 Python (Version 3.7.6)
 

2.3 Code Execution 

 
 The code can be run in jupyter notebook and also in Google Collab. The jupyter 

notebook comes with Anaconda 3, run the jupyter notebook from startup.  This will open 

jupyter notebook in web browser. The web browser will show the folder structure of the 

system, move to the folder where the code file is located. Open the code file from the folder 

and to run the code, go to Kernel menu and run all cells. 

Similarly, Uploading the dataset on GoogleDrive and connecting it with the Google Collab 

can make the code run after installing some packages described in figure 2. 

 

3 Data Collection 
 

The information came from a publicly accessible Kaggle source, 

https://www.kaggle.com/datasets/eswarchandt/amusic-reviews is the link of the dataset. 
The data contains 10261 data points for user reviews including 9 unique features 
 

 

4 Data Exploration 
 

Figure 2 includes a list of every Python library necessary to complete the project.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                  Figure 2: Necessary Python libraries 
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https://www.kaggle.com/datasets/eswarchandt/amusic-reviews


The Figure 3 represents the block of code to check data information and the total number of 
missing values for each feature column.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: EDA for Checking Data Information and Missing Values 
 

 

As seen in Figure 4, The review text analysis is done in code block for word, uppercase 
and special character count.  
 
 
 

 

Figure 4: EDA for Review text 

 

 

In figure 5, the sentiment is set based on the user ratings. 

       

 

     

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Sentiment Scores 

 

The Figure 6, illustrate the code to de-contract the words and clear the punctuations.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6: Cleaning words 

 

The Figure 7, illustrate the code to clean the review text, each word, de-contracted and 

cleaned. 
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Figure 7: Sentiment Scores 

 

Figures 8 and 9 show the code used to create word clouds for both positive and also 
negative assessments.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8: Word cloud for positive feedback 
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Figure 9: Word cloud of negative emotions 

 

5 Bert Tokenizer 
 

The Figure 10, illustrate the code to tokenize based in large bert tokenizer.  
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 10: Large Bert tokenizer 

 

The Figure 11, illustrate the code to tokenize based in small bert tokenizer. 
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Figure 11: SmallBert tokenizer 
 
 
 
 

6 Feature Selection 
 

PCA is utilized for feature extraction. It is a technique for decreasing the size of a metric 
by taking it from having many columns to few. After that the data is scaled.  
Figure 12 and 13 shows the process for both Large Bert data and Small Bert data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12: Feature selection and Scaling for Large Bert Data 
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Figure 13: Feature selection and Scaling for Small Bert Data 
 

 

Figure 14 and 15 below, shows the implementation of data splitting. The test dataset contains 
1000 records, and the remaining are in training set.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14: Data splitting Large Bert Data 
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Figure 15: Data splitting Small Bert Data 
 
 
 
 

 

7 Machine Learning Models 
 

 

7.1 Large Bert Models 
 

7.1.1 SVM  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 16: Implementation of Large Bert SVM 
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7.1.2 Naïve Bayes  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 17: Implementation of Large Bert Naïve Bayes 
 

7.1.3 LSTM  
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Figure 18: Implementation of Large Bert LSTM 
 

 

7.2 Small Bert Models 
 

7.2.1 SVM  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 19: Implementation of Small Bert SVM 
 

 

7.2.2 Naïve Bayes  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 20: Implementation of Small Bert Naïve Bayes 
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7.2.3 LSTM  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 21: Implementation of Small Bert LSTM 
 

 

8 Model result 
 

This section explains the performance of the models. 
 

8.1 Model Scores 
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Figure 22: Model Performance 
 

 

8.2 Large Bert Accuracy  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 21: Large Bert Accuracy 
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8.3 Small Bert Accuracy  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 22: Small Bert accuracy 
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8.4 Model Scores  
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