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1 Introduction

This is a configuration manual document that outlines a step-by-step approach for putting
the project on US visa analysis into action. The goal of this project was to analyze US
visas.Five machine learning models were run to identify the best match model. The
performance of all the five models were implemented, evaluated and the results, Details
on the installation and overall implementation of the code are provided in the following
sections.

2 Prerequisites

This section contains information about the software specs that were utilized to complete
this project and the minimum requirements. It also walks you through the process of
installing the program or application step by step.

2.1 Hardware Requirements

• Operating system: Windows 10

• Processor: Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz 1.99 GHz

• RAM: 8 GB

• System type: 64-bit operating system, x64-based processor

• HDD: 1 TB

2.2 Software Requirements

Python was utilized as the programming language for this project, while Jupyter Note-
book and Google colab were both used to implement the code. However, in this document,
Jupyter Notebook is used to guide through the implementation of the code. Python’s
seaborn and matplotlib libraries were used to create the visualizations. A step by step
guide to download Python on windows is available at learning Lounge (2021). Following
are the versions of these software:

• Python: 3.8.3

• Jupyter Notebook: 6.0.3
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3 Environment Setup

This sections guides through the environment setup required for running the code.

• To use Jupyter notebook, Anaconda software can be downloaded here. Also, to
install anaconda you can refer Anaconda (2021) 1

Figure 1 shows the website to download Anaconda software.

Figure 1: Website to download Anaconda

• Once Anaconda is installed, Jupyter notebook needs to be installed through Anaconda
software. Open Anaconda software and refer to Figure 2 to install Jupyter Note-
book.

1https://www.anaconda.com/products/individualwindows
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Figure 2: Installing Jupyter Notebook using Anaconda

• Figure 3 shows how to launch Jupyter Notebook.

Figure 3: Launch Jupyter Notebook
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• After Jupyter notebook is launched, click on the ”New” button and then click on
”Python 3” to create a notebook. Please refer Figure 4.

Figure 4: Creating a Notebook

• To start with the code, libraries needs to be imported first. To import the libraries
refer the Figure 4 and run the cell by typing the code and press shift + enter
together to run the cell.

Figure 5: Importing Libraries

4 Data Preprocessing and Data Cleaning

• The data set was acquired from Kaggle.com 2

• To read the.csv file, set the file on the location or path, and then provide the path
to read the data. Figure 6 shows the code to read the .csv file in the notebook.

Figure 6: Reading .csv file

• To display the first 10 rows, following line of code can be used shown in Figure 7.

2https://www.kaggle.com/
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Figure 7: Displaying first 10 rows in the data set

• To display the columns from the data set, refer Figure 8.

Figure 8: Displaying columns in the data set

• All the null values were dropped from the data set. To execute the code please refer
Figure 9 below.
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Figure 9: Dropping null values from the data set

• Missing values must be eliminated or discarded from the data collection in order
to erase the columns and clean the data. The code to display missing columns is
shown in Figure 10.

Figure 10: Number of missing columns in the data set

5 Exploratory Data Analysis

To study the data set, EDA is required. With the use of visuals, EDA allows to
better examine and understand the data set. The data set employed was huge, and
there were numerous fields that could be studied in a variety of ways. Only a few
visualizations are given in this document to provide context and familiarity with
the data set. Figure 11 shows 20 most popular cities for which visa applications
were filed.
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Figure 11: Most popular cities in the US for visa applications

• To set the plot parameters the two variables were chosen as x and y axis. On x axis,
employer city was taken and on y axis total number of visa applications. Figure 12
shows the plot parameters to show the number of applications in the employer city.
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Figure 12: Total visa applications on employer city

• Another visual in Figure 13 depicting the number of applications for particular
organization.
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Figure 13: Total visa applications for different companies

• Converted all the values into lower case in order that the value count () method
accurately calculate them. Figure 14 shows the code and output.
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Figure 14: Converting values to lower case

6 Feature Selection

• Columns with more than 330000 non null values were displayed. In Figure 15 it
can be seen that there are 19 columns with less than 12 percent missing values.
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Figure 15: Displayed entities wih more than non null values

• In order to make it easier to read, state names in the data set were named with
their abbreviations. Following Figure 16 and Figure 17 illustrates the same.
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Figure 16: Labels to states assigned
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Figure 17: ..contd Labels to states assigned

• Before running the models, feature variables were converted into categories. Figure
18 shows the converted categories.
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Figure 18: Converted feature variables into categories

7 Applying Machine Learning Models

• Random Forest model was applied which gave an accuracy of 93%. It was a best
performing model. Figure 19 shows code for Random Forest Model.
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Figure 19: Random Forest Model

• AdaBoost with Logistic Regression model was applied which gave an accuracy of
79%. Figure 20 shows the code for AdaBoost model.

Figure 20: AdaBoost with Logistic Regression

• Figure 21 shows the code to calculate MAE value for the model as part of evaluation.
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Figure 21: Calculating MAE for AdaBoost with Logistic Regression

• Multinomial Logistic Regression model was applied which gave an accuracy of 68%.
Figure 22 shows the code for Multinomial Logistic Regression model.

Figure 22: Multinomial Logistic Regressiom

• Radius Neighbors classifier model was applied which gave an accuracy of 87%.
Figure 23 shows the code for Radius Neighbors classifier model.
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Figure 23: Radius Neighbors classifier model

• Figure 24 shows the code for Grid search radius for Radius Neighbors classifier
model.

Figure 24: Grid Search radius for RN classifier

• XG Boost model was applied which gave an accuracy of 92%. Figure 25 shows the
code for XG Boost model.
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Figure 25: XG Boost Model

• Figure 26 shows the code to calculate MAE value for the XG Boost model as part
of evaluation.

Figure 26: Calculating MAE for XG Boost Model
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