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Configuration Manual

Ajay Kumar Kommalapati
20168829

State of art: DefakeHop

In this manual I’'m going to list and note down the steps taken to install , setup and build the state of
art which is used for deepfake detection and about the two online scanners.

DefakeHop[1] setup:

DefakeHop is available in github in this link: https://github.com/hongshuochen/DefakeHop
Required packages to install.

pip
pip
pip
pip
pip
pip

install opencv-python
install scikit-image
install matplotlib
install scikit-learn
install pandas
install xgboost

In this study I have been using the celeb df vl as a dataset. For that we
need to do steps

Link: https://github.com/yuezunli/celeb-
deepfakeforensics/tree/master/Celeb-DF-v1

Need to visit the link in that can find the form link

4 V¥ E 4 V¥ B

Video Demo of our dataset

Download

If you would like to access the Celeb-DF dataset, please fill out this form . The download link

will be sent to you once the form is accepted. If you have any questions, please send email

to deepfakeforensics@gmail.com

Please cite our paper in your publications if the Celeb-DF dataset is used in your research:

@inproceedings{Celeb_DF_cvpr2o,
author = {Yuezun Li, Xin Yang, Pu Sun, Honggang Qi and Siwei Lyu},
title = {Celeb-DF: A Large-scale Challenging Dataset for DeepFake Forensics},
booktitle= {IEEE Conference on Computer Vision and Patten Recognition (CVPR)},
year = {2020}

-

Dataset Structure

Celeb-DF


https://github.com/hongshuochen/DefakeHop
https://github.com/yuezunli/celeb-deepfakeforensics/tree/master/Celeb-DF-v1
https://github.com/yuezunli/celeb-deepfakeforensics/tree/master/Celeb-DF-v1

After filling few required filed it will navigate to the drive where we can download the dataset.

__pycache__ 01-12-2021 01:30 File folder

data 15-12-2021 20:17 File folder

img 25-11-2021 10:13 File folder

openface 13-12-2021 14:08 File folder

test 09-12-2021 14:01 File folder

train 09-12-2021 14:23 File folder
"_l data 11-12-2021 12:06 PY File 3KB
M’ defakeHop 22-11-2021 15:20 PY File 8 KB
“_l face_aligner 22-11-2021 15:20 PY File 4 KB
"_l landmark_extractor 01-12-2021 01:26 PY File 2KB
&{’ model 15-12-2021 13:45 PY File 9 KB
"_l multi_cwSaab 22-11-2021 15:20 PY File 7KB
&[’ patch_extractor 15-12-2021 10:23 PY File 4 KB
[ ] READMEmd 22-11-2021 15:20 MD File 3KB
"_1 saab 22-11-2021 15:20 PY File 6 KB
Mt utils 22-11-2021 15:20 PY File 2KB

This is the folder structure of defakeHop when we download. The dataset is arranged in way such
train video and test video, again there nested folders like fake and real.

«— v 1 > This PC » Desktop * project * DefakeHop * test
- el
Name Date Type

#F Quick access

fake 09-12-2021 14:01 File folder
I Desktop

real 09-12-2021 13:48 File folder
¥ Downloads

|j Documents
&=/ Pictures
This is the test folder this is the way train is also arranged.
The dataset is the breakdown into test and train with the help of the a document file called
List_of testing_videos, which provides the list of test videos. Based on this file | have divided.
And also there is another installation which is openface [2] which is used to extract the faces from
the video.
Link: https://github.com/TadasBaltrusaitis/OpenFace
After downloading there other supporting which need to download from links based 32 bit or 64 bit
operating system.

e https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace 2.2.0/
OpenFace v2.2.0 win x86.zip

e https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace 2.2.0/
OpenFace v2.2.0 win x64.zip

After downloading those files need to place in the folder structure of open/patch_experts

Preprocessing of DefakeHop:
Here the preprocessing takes place initially with the landmark_extractor.


https://github.com/TadasBaltrusaitis/OpenFace
https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace_2.2.0/OpenFace_2.2.0_win_x86.zip
https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace_2.2.0/OpenFace_2.2.0_win_x86.zip
https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace_2.2.0/OpenFace_2.2.0_win_x64.zip
https://github.com/TadasBaltrusaitis/OpenFace/releases/download/OpenFace_2.2.0/OpenFace_2.2.0_win_x64.zip

“:\Users\ragha\Desktop\project\DefakeHop n landmark_extractor.py
ha\Desktop\pr \DefakeHop\train\fal 0_fake.mpd
eExtraction -f C s\ragha\Desktop\project\DefakeHop\train\fake _fake.mpd -out_dir C:\Users\ragha
\train\fake) F
1_fake.mpd
efakeHop\train\fake\Po01_fake.mpd -out_dir C:\Us agha

XFeatureExt actlon —f ( gha\\ <top\p :_ ) keHop\train‘\reall .mp4 -out_dir C:\Users\ragha\Desk

op\project‘DefakeHop\landmaPk

.mp4 -out_dir C:\Users\ragha\Desk

fakeHo, \ 9.mp4 -out_dir C

1a~De>kto; proje 840 .mpd
raction -f C:\U \' <top) je keHop\test\real mp4 -out_dir C

gha\Desktop\pr akeHop\test\fake)\ fake.mp4d
OpenFace\FeatureExtraction -f C ~agha\Desktop\project\DefakeHop\test\fake}\ 9_fake.mp4 -out_dir C:\Users\ragha\
ect\DefakeHop\landma fake\ fake
\Users\ragha\Desktop\pro fake.mp4d
eatureExtraction -f C gha\Deskto \. 3 fakeHop\test\fake fake.mp4 -out_dir C:\Users\ragha\

ﬂha\DP:ktop\pr.: \DefakeHop\landmark
Users\ragha\Desktop\project\DefakeHop\landmarks\tra

In this particular step | have executed the patch_extractor in this code there executing the

openface
Princ\r uvpenrace\r d n —r 1 - L IOImaC(lﬂPUC = lLlie pdLil, ouLpuL = ouLpuL_airy)
stream = o0s. popen(; reExtr f dir {outpu

.format (input = flle;path, output = outputfdir))’
output stream.read ()
orint("Outout:", output dir)

In this dpenface input is given as video and output is the landmark folder with video id as
folder name.in that folder there will be the frames which cropped from the video and other
files csv, AVl and log file

» ThisPC » Desktop » project » DefakeHop * landmarks » train > fake > 0001_fake v O 0 Sei
~ Name ) < Date modified Type Size
55
0001_fake_aligned 15-12-2021 10:22 File folder
G| 0001_fake 15-12-2021 21:51 AV File 1,870 KB
ds @ 0001_fake 15-12-2021 21:51 Microsoft Excel Co.. 1,046 KB
e 7 0001_fake.hog 15-12-2021 21:51 HOG File 3351 KB
=| 0001_fake_of details 15-12-2021 21:51 Text Document 1KB
P
its



frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_0C
0001 0002 0003 0004 0005 0006 0007 0008

"y

gy

frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_0C
0009 0010 0011 0012 0013 0014 0015 0016

=3

iy

frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_00 frame_det_00_0C
nn17 nnig nn1q nn2n nn21 nn22 nn23 nn24

Next step is executing the patch_extractor.py. take input as the video and created the patch
file and inside it created with test ot train and fake or real.

[nput:

*» This PC * Desktop * project * DefakeHop * patches * train *» fake * 0000_fake

e

~ Name Date modified Type
aligned_face 15-12-2021 10:23 File folder
left_eye 15-12-2021 10:23 File folder
mouth 15-12-2021 10:23 File folder
right_eye 15-12-2021 10:23 File folder

After executing the patch_extractor it created the 4 folders.



Again inside that patch is extractor as per the regions like left_eye, right_eye and mouth.
But inside the aligned face along with .bmp file it also created the .npy file

> This PC * Desktop * project > DefakeHop » patches * train > real > 0000 * right_eye v O £ Searchright_eye

~

0000 0006 0012 0018 0024 0030 0036 0042
0048 0054 0060 0066 0072 0078 0084 0090
0108 0114 0120

0096 0102 0126 0132 0138

son

0144 0150 0156 0162 0168 0174 0180 0186

This is right eye folder

<« Desktop > project » DefakeHop * patches > train * real > 00000 > aligned_face v | O L2 Search aligned_face
~ Name : Date Type Size Tags
&| D000 11-12-2021 08:52 BMP File 97 KB
| 0000 11-12-2021 08:52
&| D006 11-12-2021 08:52
| 0006 11-12-2021 08:52
&| 0012 11-12-2021 08:52
| 0012 11-12-2021 08:52
E| 0018 11-12-2021 08:52
| 0018 11-12-2021 08:52
E| 0024 11-12-2021 08:52
| 0024 11-12-2021 08:52
on %] 0030 11-12-2021 0852
| 0030 11-12-2021 08:52
&| 0036 11-12-2021 08:52
| 0036 11-12-2021 08:52
&| 0042 11-12-2021 08:52
| 0042 11-12-2021 08:52 2KB

This is the aligned face folder.

After preprocessing now need to created the .npz by using the data.py file.
It’s the input as patch files and produces the .npz files.

_venv) C:\Users\ragha\Desktop\project\DefakeHop>python data.py




It produces the .npz files for test and train separately. These are created based on the
regions provided in data.py.

After this the model.py file.
It produces the AUC values of the frames and videos separate.

(3, 3)
Output shape: 5

Output shape: (75235, 30)
——Goncatenation—————————

Features shape: (69676, 360)
===============[raining Results===============
Frame AUC ©0.9892520269128884

ideo AUC 0.9976770768039527

Frame AUC 0.9396865235569321
ideo AUC 0.9465895140235302

Online scanners:

There are few computational power limitations while running the DefakeHop. Still
generating the npz file which is the last but final step it was executed but it took a lot of
time to finish but in the final step it took around 10 hours for the first time and later on it
took a day and another time it struck in between at final attempt program get terminated
and system get switched off. For a trail | have install in the MacOS and try to executed it,
after few minutes it took full space in the RAM and started occupying main memory it about
to occupy 25gb and immediately it get terminated by itself due to less space. | even gave try
in the colab and same thing happened.

© !python3 model.py

left_eye.train.npz
left_eye
(50204, 32, 32, 3)

left_
DefakeHop Training=m=============
MultichannelWiseSaab Training===============

Hopl
Input shape: (50204, 32, 32, 3)

tcmalloc: large alloc 1233813504 bytes == @x55b4653cce@e @ ©x7f6c8614dle7 @x7T6c83ccd46e ©x7f6c83dldc7b ©x7f6c83d1dd97 ©x7f6c83db6887 ©x55b44f5ed4be @x55b44f6deeld ©x55b44660€99 OX55
sampling images

tecmalloc: large alloc 1944002560 bytes == ex55babd73s8eee @ ©x7f6c8614dle7 ex7f6c83ccdase 0x7f6c83dldc7b ©x7f6c83d1dd97 ex7fecs2d174a5 ox7f6c83des829c ox7f6c82dbsddl @x55ba4f5edabo OX5E
temalloc: large alloc 1944002560 bytes == @x55b53152a000 @ ©x7f6c8614d1e7 ox7f6c83ccda6e Ox7f6c83dldc7b Bx7f6c83d1dd18 x7f6c83ddod79 ex7f6c83ddcedc Bx7f6c83efbe7f Ox7f6c83fO1Fh5 Ox7f
tecmalloc: large alloc 1944002560 bytes == 0x55b5a531ce80 @ ©x7f6c8614d1le7 0x7f6c83ccddbe Ox7f6c83dldc7b ©x7F6c83d1dd97 ox7f6c83d174a5 ©x7f6c83dc2823 Bx55b44f5ed544 Ox55b44f5ed240 OX5E
tecmalloc: large alloc 9759662080 bytes == ox55b61998ae0e @ ©x7f6c8614dle7 ox7f6c83ccdabe ox7fec83didc7b ox7f6c83d1dd97 ex7f6cs3di74as ex7fec83des29¢c ox7fec83dbsddl exs5baafsedabe oxss
temalloc: large alloc 3976159232 bytes == @x55b471970000 @ ©x7f6c8614dle7 ox7f6c83ccdabe ox7f6c83didc7b ox7f6c83d1dd1s ex7f6c83ddad79 ex7fecssddcadd ox7fec83feagba ox7f6c83f05516 OX5S
AC

After a less than a minute It get termiated by itslef.

| have been used to online scanner which detect the deep fake in videos.
1. Deepware [3]

2. WeVerify [4]

2 Deepware



This portal allows us to upload the video and can check the deepfake in video. Regarding the access
of deepware | have mailed and here is their reply.

0 Armagan Tugsal Thu, Dec 2, 10:07 PM (13 days ago) Yy 4

tome =
You are welcome. You can find the API key below; you can scan 100 videos with this key.
160242dd-3fc0-457b-89a0-1712e810980a

You can also get information about our AP below:
hitps://deepware ai/developer/

Note: Seems the description in the swagger document is incorrect and we will update that ASAP. Please try it as an aquerry. You may try the followings
curl —location --request GET 'hitps://api.deepware. ai/api/vi/url/scan?video-url=https://youtu be/RQe_l0Zmzuk’\

—-header "X-Deepware-Authentication: 605c27e4-2aaa-441c-9353-81ce20e17876"\
—-header 'Cookie: __cfduid=d1bce0430f7f2f2be95fedabd5dab3a51620058884

Warmest regards,

Armagan Tugsal
Customer Care Executive

WWWw Zemana_com

They gave access key for the 100 videos through and there is another way to find the get check
deepfakes of video.

Deepware having the portal which can upload and check.

Link: https://scanner.deepware.ai/

C O @ seannerdeepwareai

deepware* api

o

Scan & Detect Deepfake Videos

Place a video link or upload a video

COMPANY WHERE WE ARE

About Us Bilkent Cyberpark Cankaya

Contact Us Ankara, Turkiye

This is the website of deepware.


https://scanner.deepware.ai/

- upcn

&« v: « Desktop > project > DefakeHop »> test-1 > real v
Organize New folder
A

v 3 Quick access
[ Desktop »
¥ Downloads  #

=| Documents

_ 00011
&= Pictures o4
DefakeHop
real T
=
- -
screenshots o —E
) w8 Y
thesis docs —
00047

@ OneDrive - Person

v = ThisPC M

|

AR AR Y RN

O O Search real

Deepfake Videos

<orupload avideo

File name:

v| | video Fites v

)g to Terms of Services Privacy Policy

A

COMPANY WHERE WE ARE

About Us

Bilkent Cyberpark Cankaya

In this | have been uploading the video to scan



@ NO DEEPFAKE DETECTED

, \ Name: 00023.mp4 User 2021-12-12 16:16:18 UTC
Y Size: 2.8 MB Source 3 day(s) agc

New Scan

DETAILS

Model Results Video Audio
Avatarify: NO DEEPFAKE DETECTED(22%) Duration: 15 sec Duration:
Deepware: NO DEEPFAKE DETECTED(20%) Resolution: 892 x 500 Channel:
Seferbekov: NO DEEPFAKE DETECTED(16%) Frame Rate: 501fps Sample Rate:
Ensemble: NO DEEPFAKE DETECTED(17%) Codec: mpeg4

Codec:

Request Expert Review Request Takedown

In the top screen can observe the details of video and where deepfake is detected or not.
And in the model result can see 4 different reuslts. This results are for real video.



deepware® A

(1) DEEPFAKE DETECTED

New Scan

\ Name: id1.id0_0007.mp4 User 2020-05-20 10:26:19 UTC
P Size: 7326 KB

DETAILS

Model Results Video Audio

Deepware: DEEPFAKE DETECTED(97%) Duration: 11 sec Duration:
Resolution: Channel:
Frame Rate: 301ps Sample Rate:
Codec: mpegs Codec:

Request Expert Review Request Takedown

The above screenshot can show that deepfake is detected. In model result can see the

results.

10

§o



3 WeVerify

This is the another online scanner that can give us the video result. But in this there is no portal like
deepware scanner so | have mailed them all the test videos so they have provided me the results of
the videos with the probablity .

—————————— Forwarded message ———

From: Spiros Baxevanakis <spirosbax@iti.gr=
Date: Mon 13 Dec 2021 at 9:01 a.m

Subject: Re: Requesting benchmarking resulis

To: <gdevesan@gmail.com>

Cc Symeon (Akis) Papadopoulos <papadop@iti gr=

Dear Devesan,

I'm a colleague of Symeon and the lead developer of our DeepFake Detection pipeline. We evaluated our service against the videos you provided Please find
attached a CSV file with the prediction score for each video Overall, our system achieved an accuracy of 75% , an ROC-AUC of 85 18%, an F1 score of
80.31% and a log-loss of 0.4517

Kind Regards,

Spiros (Spyridon) Baxevanakis,

Researcher,

Information Technologiss Institute,

Centre for Research and Technology Hellas,
spirosbax@iti gr

In this mail they also mentioned the overall accuracy , AUC score , f1 score and log -loss.
In deepfake | have changed few lines of code generate and produce the probabilities of each testing
videos. After producing the results from the state of art and other two scanners and | made a excel .

video id -1\ Category |~ |Gender |-¥| TruelLabel | ~ | DeepwareProb |- | Deepwarelabel  ~ | DeepwareCorred - | WeverifyProb | - | Weverifylabel | - | WeverifyCorr| - | DeFakeHopPrt - | DefakeHoply ~ | DeFakeHopCorrect | -
8 |00048.mps youtube-real male 1 29 1 1 58 0 0 10.88325278 1 1
9 [00061.mpd youtube-real male 1 4 1 1 56 o 0 5.916283363 1 1
13 |00092.mp4 youtube-real  male 1 1 1 1 10 1 1 3122856766 1 1
14 |00095.mpd youtube-real male 1 16 1 1 6 1 1 0.773385328 1 1
15 |00106.mp4 youtube-real  male 1 18 1 1 28 1 1 18.06858672 1 1
16 |00119.mp4 youtube-real  male 1 34 1 1 29 1 1 28.13626027 1 1
17 |00133.mp4 youtube-real male 1 16 1 1 56 0 0 4.910687077 1 1
18 |00138.mpd4 youtube-real male 1 2 1 1 26 1 1 60.8880346 0 o
19 |00168.mp4 youtube-real  male 1 4 1 1 40 1 1 30.28787011 1 1
20 [00170.mp4 youtube-real male 1 24 1 1 EE] 0 0 1.292474452 1 1
23 |00194.mp4 youtube-real  male 1 1 1 1 23 1 1 0.806297102 1 1
27 |00208.mp4 youtube-real male 1 1 1 1 2 1 1 3599185413 1 1
28 [00213.mp4 youtube-real male 1 0 1 1 34 1 1 34.73326173 1 1
30 |00236.mp4 youtube-real male 1 0 1 1 43 1 1 30.02521416 1 1
32 |id1_0007.mp4 celeb-real male 1 4 1 1 13 1 1 80.9775672 0| 0
33 |id1_id0_0007.mp4 celeb-fake male ] 97 o 1 67 o 1 97.54257107 0 1
34 |id1_id16_0007.mp4  celeb-fake male o 98 o 1 64 0 1 98.61787868 0| 1
35 |id1_id17_0007.mp4  celeb-fake male ] a8 o 1 73 0 1 99.38028395 0 1
36 |id1_id2_0007.mp4 celeb-fake male o 98 0 1 99 0 1 99.12077427 0| 1
37 |id1_id3_0007.mp4 celeb-fake male 0 98 o 1 97 o 1 99.1450969 0 1
38 [id1_id4_0007.mp4  celeb-fake  male o 98 0 1 83 [ 1 96.41936088 0 1
39 [id1_id6_0007.mp4 celeb-fake male 0 98 o 1 88 o 1 98.39176529 0 1
40 [id1_ido_0007.mp4  celeb-fake  male o 98 0 1 91 0 1 99.51299417 0 1
51id16_0011.mp4 celeb-real male 1 49 1 1 72 0 0 79.2913008 0 o
52 |id16_id0_0011.mp4  celeb-fake male 0 96 o 1 89 0 1 95.43869626 0 1
53 [id16_id1_0011.mp4  celeb-fake male o 50 o 1 99 o 1 94.25810096 0 1
54 |id16_id17_0011.mp4 celeb-fake male o a7 o 1 96 0 1 98.73892374 0 1

This is the final excel sheet where | populated whole results and prodced accuracy on different types
of subets like male vs female , celeb-real vs celeb-fake vs youtube real.

Along with this there is another code snippet which is used to calculate the other metrics. To verify

that taken the results of the WeVerify as base. In that code snippet calculated the AUC, f1 scores and
accuracies of the defakeHop and other two online scanners.
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