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1. Introduction 

 

 The configuration handbook contains information on the research project's 

implementation phase, as well as the environment setup that was used and worked 

on. As a result, the research is being conducted on a traffic sign detection dataset 

using a deep learning Algorithmic model. The next sections include hardware and 

software specs, data sources, and implementation. 
 

2. System Configuration 

The system setup section offers thorough information on the hardware and 

software specs for the research project. 

 

        2.1. Hardware Configuration 

  

       This section includes the existing system configuration. 

 

 
Table1: Hardware Configurations 
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2.2 Software Configuration 

 

The research investigation was done out utilizing a single software application known 

as Google Collab. As a result, Google Collab’s environment is Python 3.7.11. Few 

libraries are required for research purposes. As a result, the libraires utilized are as 

follows: 

 

NumPy: 1.21.0 

 

Keras: 2.9.0 

 

Matplotlib: 3.5 

 

Sklearn: 0.24 

 

TensorFlow: 2.8.2 

 

Seaborn: 0.11.2 

 

 

 

3. Data Sources 

 

The dataset for traffic sign detection comprises over 50,000 photos with 43 annotated 

classes. The dataset has a relatively low pixel resolution of around 32 × 32. Which 

represents the N number of traffic signs located on German roadways. As a 

consequence, four deep learning techniques, CNN, VGG16, VGG19, and Resnet 50, 

were used in this research study to improve accuracy. (Stallkamp, Schlipsing, Salmen 

and Igel, 2011) utilized this dataset for German traffic sign identification but used a 

different model. 

 

 

 

 

4. Implementation 

 

The first step of implementation is Mounting the google collab in the drive and 

followed by the unzip dataset folder and loading the dataset for the further 

implementation 
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   Figure 1 : Mount the drive from the google collab 

 

 
Figure2: Import drive and Load the dataset after unzipping. 

 

 

 

Now the next Image includes all the necessary libraries which will be used in the 

implementation. Where the tensor flow version has also been checked. 

 

4.1  Data Pre-processing 

 

The initial stage in data preparation is to import libraries, which is followed by 

partitioning the data into train test, improving traffic signal pictures, and the 43 

classes. 

 
 Figure 3: Importing libraries 
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Figure4: Path Directory 

 

 
Figure5: Importing the classes 
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Figure 6: Splitting the data and one hot encoding 

 

 

 

 

 

4.2 Model Implementation and evaluation 

Deep learning methods are employed in this stage to recognize and detect traffic signs. 

CNN with Adam optimiser was the first model implemented. Restnet 50, VGG16, and 

VGG19 are all available. As a consequence, CNN with Adam optimiser produced the 

best results with high accuracy.  

 

 

 

4.2.1 CNN Model with Adam Optimiser (Model 1)  

 

We employed Adam optimiser and relu activation in convolutional neural network, 

and the accompanying snippets comprise the model building scripts and results. 
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Figure 7 : Model 1 Building 

 

 
Figure 8: compiling model 
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Figure 9 : Epoch  

 

 

 

 

 

 

 

 

 

 

 
Figure 10: Acc and loss graph code 
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Figure 11: Classification report for model 1 

 

 

 

 

 
Figure 12 : Heatmap for model 1 

 

 



9 
 

 

Resnet50(Model 2) 

 

The transfer learning foundation model is RESNET 50. Resnet 50 models are 

convolutional neural networks with 50 layers. And the accompanying snippets 

comprise the model building scripts and results. 

 

 

 

 
 

Figure 13: Importing the Restnet 50 model 

 

 

 

 

 

 
 

Figure 14: epoch for model 2 
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Figure 15: Evaluation  

 

 

 
Figure 16: Loss model 

 

 

 

 

 

 
 

Figure 17: Training and validation model  

 

 

 

 

 

 

 

 

 



11 
 

 

 
 

 
 

Figure 18: Heatmap Model 2 

 

 

 

 

 

 

 

 

 

 

 



12 
 

 

 

VGG16 (Model 3) 

 

The first 13 levels of VGG16 are convolution networks, whereas the latter three layers 

are fully linked layers. The input shape in the VGG16 model is about 32*32, and the 

code and result are shown in the following excerpts. 

 

 
 

Figure 19: VGG16 model building (Model 3) 

 

 

 

 

 
Figure 20 : Further model for Model 3 
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Figure 21 : Epoch for model 3 

 

 
 

Figure 22 : Evaluation 

 

 
Figure 23 : Accuracy and Loss model 
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Figure 24 : Heatmap for model 3 

 

VGG19(Model 4) 

 

 

The VGG19 model is a CNN model as well, with about 19 layers of convolution 

layers and a fully linked layer divided into 16 and 3 layers. The code and the outcome 

are shown in the following excerpts. 

 

 
 

Figure 25: Model buiding for Model 4 
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Figure 26: Model summary code  

 

 

 

 

 
 

Figure 27: epoch 
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Figure 28 : Loss and accuracy model 

 

 
Figure 29: Heatmap model 4 
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