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Configuration Manual

Jaya Sanjeeth Reddy Katuru
x20190034

1 Introduction

In this configuration manual, you will find detailed instructions on hardware, software,
and programming requirements for implementing this research project:

”Resource Efficient Method to detect rice leaf disease”

2 System Configuration

2.1 Hardware

• Processor: Apple M1

• RAM: 8 GB

• System Type: macOS Monterey Version 12.5

• GPU: Apple M1 8 core GPU

• Storage: 256 GB SSD

2.2 Software

• Anaconda Distribution - Jupyter Notebook: In this study we have used
jupyter notebook from anaconda distribution1 to run the python code.

• Tensorflow 2.9: Tensorflow library is available to import and train deep learn-
ing models.In M1 Macbook pro to install tensorflow we have followed the process
mentioned in apple website2.

• Power Bi: PowerBI is used to genereate the visualization of results3.

3 Project Development

we have used python to implement detectiion of rice leaf disease.In this section we discuss
about the steps taken to get the final model like python libraries, Exploratory data
analysis, Data preprocessing, Data modelling , fine tuning and evaluation.

1https://www.anaconda.com/products/distribution
2https://developer.apple.com/metal/tensorflow-plugin/
3https://powerbi.microsoft.com/en-us/downloads/
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3.1 Python Libraries

Python libraries used in this implementation are shown in Figure 1reffig:library2 . These
libraries are installed using PIP.

Figure 1: Python Libraries for EDA

Figure 2: Python Libraries for Data Augmentation, Data Modelling and Results

3.2 Exploratory Data Analysis

Exploratory data analysis is performed to see how the data is distributed and sample
images of rice leafs.code shown in ??is used to perform EDA.

3.2.1 Training Dataset:
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Figure 3: Loading images using Os library and count of images

Figure 4: code for bar plot to show number of images in train dataset
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3.2.2 Testing Dataset:

Figure 5: Loading images using Os library and count of images

Figure 6: code for bar plot to show number of images in test dataset

3.2.3 Total Dataset:
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Figure 7: Loading images using Os library and count of images

Figure 8: code for bar plot to show number of images in total dataset
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Figure 9: code to display images of all classes

Figure 10: Sample images of dataset
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3.3 Data Loading and Hyperparameters

Data is loaded in to train, test list and hyper parameters are set as showing in Figure 11

Figure 11: Data loading and hyper parameters

3.4 Data Pre-processing

In this section data pre-processing and data augmentation is done to increase the size of
dataset using image data generator as shown in Figure 12 .Flow from directory function
is used to split the augmented data as train and validation as shown in Figure 13.
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Figure 12: Data preprocessing and Image augmentation

3.5 Data Modelling

We have implemented classification of rice leaf disease using MobileNetV3, InceptionV3
and Densenet169.Further using MobileNetV3 we have done 3 experiments as Replication
of state of the art, Fine tuning and 2 classification problem.
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Figure 13: splitting data into train and validation

Figure 14: MobilenetV3 Transfer learning model
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Figure 15: InceptionV3 Transfer learning model
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Figure 16: Densenet169 Transfer learning model

Figure 17: Training the Model
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Figure 18: Fine tuning the Model

3.6 evaluation:

We have evaluated using the training plots like accuracy vs no of eochs and loss vs no of
epochs. Further we will evaluate the model using test dataset and generate classification
report and confusion matrix.

Figure 19: Accuracy vs number of epochs
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Figure 20: Loss vs number of epochs

Figure 21: Evaluating the model using test dataset

Figure 22: Confusion Matrix

Figure 23: Classification Report
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Figure 24: Model converted to .tflite model using tensorflow lite
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