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1 Hardware specification:

• The accompanying figure shows the machine’s specifications, which were utilised in
this study. The system is a windows 10 system with 8 GB installed RAM and 64-bit
Operating system. The processor of the machine is 11th Gen Intel(R) Core(TM)
i5-1135G7 @ 2.40GHz.

Figure 1: Hardware specification

2 Software Specification:

• For accessing the Jupyter environment in this research, an Anaconda software in-
stallation is done on the computer. 1

1https://docs.anaconda.com/
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Figure 2: Software specification

• As shown in the below figure 3 the Python 3 option from new can be selected to
start a Jupyter notebook. Three distinct notebooks are made in this study for
dataset merging, Nave Bayes model, and RNN model.

Figure 3: Jupyter notebook

• For the RNN Model, Google Collaboratory Lab will be used along with TensorFlow
for better and faster performance.2

Figure 4: Google Colab

2https://colab.research.google.com/
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3 Loading required packages:

• Here, the required libraries are loaded to carry out the data preparation for the
text analysis.

Figure 5: Basic Libraries loading

• Similarly, even for the specific models used for the analysis, the required libraries
and packages need to be loaded as shown in the below screenshots.

Figure 6: Libraries for Naive Bayes

• We will use the Keras Library for the RNN model.3

Figure 7: Keras Documentation

• The below snippet shows the required packages for RNN model

3https://keras.io/
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Figure 8: Libraries for RNN model

4 Data Preparation:

• Initially, the data needs to be cleaned and unwanted columns need to be removed
as shown in the snippet below.

Figure 9: Dropping unwanted columns

• Since we are using a combination of two data-sets we need to merge the data. For
this purpose, we created a database in MongoDB as seen in the figure below.

Figure 10: MongoDB for data storing

• The next step is the pre-processing of data which falls under Natural language
processing, in this step we need to tokenize the data and remove stop-words and
punctuations. Along with this process, we will perform stemming and lemmatiza-
tion.
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Figure 11: NLP pre-processing

• In the next phase we will extract the most common keywords identified for each
emotion.

Figure 12: Keyword Extraction

• For the next phase, we will perform the Transformation of the data. In this step, we
will perform the transformation of data based on the model being used. For Näıve
Bayes, we will use countvectorizer and for the RNN model we will use one-hot
encoding along with padding.

Figure 13: Data transformation for Naive Bayes

Figure 14: Data transformation for RNN

5 Model Building:

• Once the pre-processing and data transformation is completed we move on to the
model-building process. We will need to split the data into train and test data to
train and evaluate our models.
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Figure 15: Train and test data split

• Now that we have data to train, we will first train the Multinomial Näıve Bayes
model.

Figure 16: Naive Bayes Model

• Next is the RNN model, as shown in the snippet there are different layers in this
model the embedded layer, the RNN layer, the dense layer with sigmoid activation
and the dense layer with softmax activation which will provide us with the output
in one of the classes of the emotion. Lastly, the model is compiled with Adam
optimizer.

Figure 17: RNN Model

6 Evaluation:

• To Evaluate the model, we will use the metrics such as recall, precision, f1-score
and accuracy.

Figure 18: Evaluation metrics
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7 Model Deployment:

• For the analysis, we will use a sample book, separate it according to pages-

Figure 19: Reading the PDF documents

• and pre-process it according to the input requirements of the models. Once the
model has been applied to the pages the accurate emotion will be identified.

Figure 20: Naive Bayes processing of book

Figure 21: RNN preprocessing of book

• Once the emotions have been identified the accurate emotion of the music from the
list of manually curated music libraries will be played. For playing the music the
playsound library will be utilized.
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Figure 22: Playing Background Music
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