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1 Introduction

The purpose of this guide is to describe the implementation configuration and set up
followed in this research experiment. This documentation gives complete information of
software and hardware configuration and libraries used in this project. It also describes
the coding process and the technique to be followed in order to run the code.

2 Local Machine System Configuration

The Figure 1 shows system configuration used in this project

Figure 1: System Configuration

3 Dataset Collection

The dataset used in this project is BreakHis1 collected from kaggle website. It consists
of 7909 images with 4 different magnification levels namely 40X,100X,200X and 400X

4 JupyterLab SetUp

JupyterLab version of 3.3.2 was used to execute the program the and Figure 2 shows the
configuarations of JupyterLab and python version of 3.9.7 was used throughout the work

1https://www.kaggle.com/datasets/ambarish/breakhis
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Figure 2: JupyterLab Environment

5 Conversion of RGB to HSV

The BreakHis dataset downloaded from the Kaggle was saved in folder named data-
set project in present working directory and the output of the converted HSV(Hue Satur-
ation Value) images were updated in test folder in existing working directory.The libraries
required are as shown in Figure 3

Figure 3: JupyterLab Environment

The steps followed in conversion of RGB to HSV are as follows-

• The libraries required to execute HSV are numpy,cv2,glob,matplotlib,os and skim-
age

• Test folder was created in the present working directory

• All the images of benign were loaded first from folder dataset project using glob
Figure 4

Figure 4: Load benign images

• The RGB images of benign are converted to HSV by giving purplish blue minimum
threshold and maximum threshold range it is shown in Figure 5 and saved to folder
test
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Figure 5: HSV range

• All the images of malignant were loaded first from folder dataset project using glob
Figure 6

Figure 6: Load malignant images

• The RGB images of malignant are converted to HSV by giving purplish blue min-
imum threshold and maximum threshold range it is shown in Figure 5 and saved
to folder test

6 Applying EfficientNet B0 to HSV converted im-

ages and to EfficientNet B0 without HSV

Steps followed in applying EfficientNet B0-

• At different magnification levels the folders for HSV converted images and non
converted images were segregated and saved into different folders

• Efficient B0 was applied to HSV converted images and to without converted images
at different magnification levels

• For all the images loaded at different magnification levels are differentiated into
train, test and valid dataset Figure 7

Figure 7: Train Test Valid

• Data imbalance was handled on train data by upsampling benign images.
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• The feature vectors of EfficientNet B0 trained from ImageNet were loaded2

• All the images were further resized in resize rescale() Figure 8 method as Efficient-
Net B0 takes only images of (224,224,3) resolution.

Figure 8: Resize Rescale to EfficientNet B0 image size

• The required tensorflow libraries for executing EfficientNet B0 and matplotlib,
seaborn library for visualisation imported for executing EfficientNet B0 as shown
in Figure 9

Figure 9: EfficientNet Libraries

• The model parameters are as set as below -

– batch size, epochs values as Figure 10 were set and initial learning rate , max-
imal learning rate as shown in Figure 11

Figure 10: Input Batch size and Epochs

– optimiser and loss function was set in model.compile Figure 12

2https://tfhub.dev/tensorflow/efficientnet/b0/feature-vector/1
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Figure 11: Model Parameters

Figure 12: Optimizer Loss

• The sequential model building steps were followed as shown in Figure 13.

• All the evaluation were captured in training history method Figure 14.

Figure 13: Model Build
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Figure 14: Evaluation Metrics Capture
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