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Configuration Manual

Dhwani Dharmesh Hingu
X19216742

1 Introduction

This Configuration Manuals covers all steps how the research study was build, implemen-
ted, and executed with support of some hardware and software configurations.

2 System Configuration

This Research study have used images and deep learning models, so in order to success-
fully run all programs with an ease some hardware and software configurations needs to
be taken into consideration before starting the project. The Hardware Setup Section 2.1
helps with hardware specification needs to have also on the other hand Software setup
section 2.2 aids with programming language used along with all necessary libraries needed
to be installed with their versions.

2.1 Hardware Setup

In order to make the models perform well, GPU setting was changed in NVIDIA controll
panel and the steps are shown in the Figure 2, 3 and 4

Figure 1: Computer Specifications

1



Figure 2: GPU Setting

Figure 3: Setting GPU as High Performance
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Figure 4: Assigning GPU Processor

2.2 Software Setup

Python as programming language was used and Jupyter notebook was used as shown
in the 5 to carry out all code. Necessary python libraries along with their versions are
mentioned in the Table 1 which needs to be installed in order to build and execute further
experiments.

Figure 5: Snapshot of Jupyter

pandas 1.1.3
numpy 1.19.2
sklearn 0.24.1

matplotlib 3.3.2
seaborn 0.11.0

tensorflow 2.7.0
imblearn 0.8.0
keras 2.7.0
cv2 4.5.4

Table 1: Libraries and their versions
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3 Data Gathering

Google Open Image Dataset 1 as seen in the Figure 6. The google open image dataset
consisted of 9M images with more than 600 classes. For this research study 10 classes
images (ie. ) were extracted. Three different dataset were created as bellow, for train in
the Figure 7, for test in the Figure 8 and for validation as shown in the Figure 9

Figure 6: Dataset Used : Google Open Image Dataset V4

Figure 7: Extraction of Train Data

1https://storage.googleapis.com/openimages/web/factsfigures_v4.html
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Figure 8: Extraction of Test Data

Figure 9: Extraction of Validation Data

4 Data Preparation and Transformation

The dataset had images of all different size, so scaling data to a fixed sized was carried
out and data augmentation was done using ImageDataGenerator Class as shown in the
Figure 11

Figure 10: Setting Path for all Dataset Directory
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Figure 11: Extraction of Validation Data

5 Experimental Setup

5.1 Experiment with CNN

CNN Model’s parameter were changed in order to achieve good performing model. By
tuning these parameters various combinations of experiments were conducted and further
compared for evaluation. The adjusted parameters are highlighted in each figure.

Figure 12: CNN Model Building Code

Figure 13: CNN Combination1
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Figure 14: CNN Combination2

Figure 15: CNN Combination3

Figure 16: CNN Combination4

Figure 17: CNN Combination5

Figure 18: CNN Combination6

Once all the experiments with adjusting different parameters was done. A function
was written to compare all CNN models as shown in the Figure 19

Figure 19: CNN Models Comparison code
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5.2 Experiment with Transfer Learning Models

The experiment with CNN models were not reliable for carrying out image retrieval.
Thus, transfer learning technique was taken into consideration. So, VGG16 and ResNet50
models were developed as shown in the Figure 20 and 21

Figure 20: VGG16 Model code

Figure 21: ResNet50 Model code

Further, these model’s last four layer trainable parameter was adjusted either true or
false and results were recorded as well as compared with evaluation methods.
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Figure 22: ResNet50 Model code
with last four layer trainable as False

Figure 23: ResNet50 Model code
with last four layer trainable as True

Figure 24: VGG16 Model code
with last four layer trainable as False

Figure 25: VGG16 Model code
with last four layer trainable as True

Once, all the models were build and experimented with adjusting the last layer train-
able. A bar chart was plotted and the results were compared as shown in the Figure
26

Figure 26: Comparison Code for VGG16 and Resnet50
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5.3 Experiment with Feature Extraction and Image Retrieval

Based the experiments carried in the above sections, VGG16 gave best performing results.
Using pre-trained VGG16 model, image retrieval experiment was carried out. Features
of the image were extracted as well as similarity between images were checked as shown
in the Figure 27

Figure 27: Function for extracting features and getting similarity

Figure 28: Function for feature vector dataframe

The model which was trained earlier with last four layer = false was used in order to
load weights and extract features as shown in the Figure 29

Figure 29: Feature extractor VGG Model(a)

The model which was trained earlier with last four layer = true was used in order to
load weights and extract features as shown in the Figure 30

Figure 30: Feature extractor VGG Model(b)
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Figure 31: Function for plotting similar images

Figure 32: Function for getting Similarity between images

Figure 33: Giving Test Images Path
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Figure 34: Getting Similar Images and Similarity with VGG16(a) Model

Figure 35: Getting Similar Images and Similarity with VGG16(b) Model

Figure 36: Example of result with VGG16(b) Model with Headphones Class
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Figure 37: Example of result with VGG16(b) Model with Blender class
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