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1  Introduction  
  

The goal of this study is to identify and classify the toxic comments that have been posted on 

Wikipedia pages. Detailed instructions for replicating a research project have been provided in 

this configuration manual. Data gathering, model testing, and assessment are covered in detail 

in this article. Code snippets are referenced as necessary.   

  

2  Configuration of the System  
  

Kaggle Notebook with a Tesla P100-PCIE-16GB GPU was used to accomplish the work. 

Kaggle Notebook maintains that the model training session is not interrupted due to a lack of 

RAM.   

 

3 Dataset Collection  
  

Google Jigsaw released a dataset in December 2017 as part of the Kaggle "Toxic-Comment-

Classification-Challenge" that we utilized in our work. It is a collection of labeled comments 

posted from Wikipedia articles on Kaggle that are freely available to the public.The data for 

this study was obtained from Kaggle. 

  

4 Kaggle Notebook Setup  
  

In the input folder of Kaggle Notebook, the data retrieved from Kaggle is saved. Below figure 

is a sample of code that demonstrates how to load the data into a data frame. 

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge/data
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We also made sure that the GPU was available before we started coding. 

 
  

 

5 Installing Python Pre-processing and Modelling Libraries 
  

The pre-processing and modelling libraries needed to run the code are installed and imported 

into the system.  

 
 

  

A pandas dataframe is used to read and store the supplied dataset. 
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6 EDA 
Code snippet for plotting Wordcloud 

 

 
 

Word cloud plot for showing frequency of bad words in the comment. 
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7  Data Pre-processing  
 

Instantiate tokenizer, model using "bert-base-uncased" for preprocessing. The abbreviations 

like "wouldn't" and "shouldn't" in the comment have been extended to provide more 

information. All of the comment in the dataset are iterated through using lambda expressions 

and regex. 
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Fixing padding length for 300: 

 
 

Creating Data loader for training and validation set: 
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8  Model Implementation  
 

Check the input file and run the toxic_comment_classification_teacher_model file before 

running the baseline model (Bert-Base). One new file will be created after training and testing 

on this model. 

We need that created file since we will use it as an input file to run our student model. 

For validation and test samples of data, we used BERT, MobileBert, Logistic Regression, 

Random Forest, Decision Tree, and the XG-Boost Model. Both models have comparable 

implementation procedures. The measures taken for Bert are summarized in the section below. 
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Initialize optimizer and length of training steps: 
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Training and Validation steps: 
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Function for saving and loading the model: 
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8 Predictions  
 

To test the model, the predict function is utilized once the evaluation results are satisfactory. 

Each model generates a confusion matrix and classification report. Perform a forward pass on 

the trained BERT model to predict probabilities on the test set. 
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Lastly, plotted ROC-AUC curve 

 


