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1 Introduction 
 

This configuration manual is a support document for the following research paper: “Using 
artificial intelligence techniques to analyse social media content on COVID-19 children 

vaccination programs”. This document gives an overview of the computational 
environment used to implement this project as well as highlight key parts of the code and 

some of the graphs and outputs generated while researching, developing and comparing 
various artificial intelligence techniques to analyse sentiment attached to tweets related 

to the vaccination of children against the COVID-19 virus. 
 

2 Specifications 
 

Specifications and requirements to develop and run files developed for this research 

project are listed in the following sub-sections. 

2.1 Hardware specifications 

The hardware specifications of the computer used to implement this research project can 

be seen in table 1 and figure 1. 

 

Hardware Configuration 

System ASUSTek COMPUTER INC. 

Processor Intel® Core™ i7-1065G7 CPU @ 1.30GHz, 1498 
Mhz, 4 Cores, 8 Logical Processors 

Operating System Microsoft Windows 10 Home (64 bit) 

Installed Physical Memory (RAM) 16 GB 

Total Physical Memory 15.7 GB 

Available Physical Memory 4.79 GB 

Total Virtual Memory 46.7 GB 

Available Virtual Memory 30.8 GB 

Hard Drive 952 GB 

Graphic Card Intel® Iris® Plus Graphics 
Table 1 – Hardware Specifications 
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Fig. 1 – Device specifications 
 

2.2 Software required 
 

The list of software used while developing the application can be seen in table 2. 

 

Software Details 

IDE PyCharm 2020.2.3, Jupyter Notebook 6.0.3, 
Google Colab Pro 

Language Python 3.8.10 

SPSS SPSS 27 
Table 2 – Software used 

2.3 Creation of an academic research account on Twitter developer portal 
 

This project required the creation of an academic research account on Twitter to scrape 

over one million tweets from this social media platform, see figure 2. 
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Fig. 2 – Academic Research Account -Twitter 
 

2.4 Python libraries 
 

The list of libraries used in this project can be seen in table 3. 
 

 
Name Description 

Twarc Scrape tweets 

numpy  

panda Data structure and analysis 

Pyplot (matplotlib)  

contractions To expand words contractions 

spacy NLP library 

string  

pandas  

vaderSentiment Sentiment analysis 

stopwords  

time  

seaborn  

nltk Natural language processing 

sklearn  

torch Deep learning 

collections Tokenization 

gensim Tokenization 

transformers For models such as BERT, DistilBERT 

random Seed for reproducibility 

yellowbrick Visualisation 

pickle Store python objects 

xgboost Machine learning 

re Regular expressions 

imblearn Resampling 

glob2  
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math  

mathplotlib Data analysis and numerical plotting 

os  

numpy Scientific computing 

wordcloud  

wordninja Natural language processing 

spellchecker  

random  

plotly  

keras  

termcolor  

gensim Topic and vector space modelling,  document 
indexing and similarity retrieval 

pyLDAvis Interactive topic model visualisation 
Table 3 – Libraries 

2.5 GitHub repository 
 

The tweets and covid metrics data sets were extensively manipulated to analyse and 

predict sentiment attached to the vaccination of children against the COVID-19 virus. The 
various csv files can be found in GitHub (Guilcher, 2022). 

 

3 Python Files 

3.1 TweetsScraper.py file 
 

This file was used to scrape over a million tweets. Tweets were extracted a month at a 

time, from February 2020 to June 2022. Monthly extracts were saved in a JSON format. 

Some code extract from this Python file can be seen in figure 3. 
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Fig. 3 – Code extract - TweetsScraper.py 

 

3.2 JsonToCsvTransformer.py file 
 

JSON files were transformed into csv files using this Python file. This file was run for 

each of the monthly extract. An extract from this Python file can be seen in figure 4. 
 
 

 
Fig. 4 – Code extract - JsonToCsvTransformer.py 
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3.3 parseCaseData.py file 

This Python file was written to manipulate the csv file downloaded from ‘Our World in 

Data’ website (Our World in Data, 2022). Data was filtered as the analysis focused on 

worldwide data, not per country. Irrelevant columns were dropped. This resulted in the 

creation of a new csv file which was used while carrying out a regression analysis (see 

section 3.17). A code extract from this Python file can be seen in figure 5. 
 

 
Fig. 5 – Code extract - parseCaseData.py 
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3.4 filesConcatenator.py file 

This Python file was used to concatenate the monthly csv files into a global one for the 

period February 2020 to June 2022. An extract from this Python file can be seen in figure 

6. 
 

 
Fig. 6 – Code extract - filesConcatenator.py 

3.5 KidsVaxUtilities.py file 
 
This Python file holds multiple utility functions such as the ones shown in figure 7. 
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Fig. 7 – Code extract - KidsVaxUtilities.py 
 
 

3.6 balancedDatasetCreator.py file 

This Python file was written to clean and transform the tweets csv file. This was a crucial 

step prior to carrying out the sentiment analysis. Contractions and slang words were 

transformed. Mentions, hashtags, retweets, hyperlinks, punctuation, stop words, single 

characters, emojis were removed. Words tokens were created from tweets text-content 

and added into a new column. The date (created_at column) was transformed as the 

analysis focused on the date, not the time the tweet was posted at. Negative, neutral, 

positive and compound scores were computed and added into new columns. Polarity and 

subjectivity were calculated as well and added into new columns. The dataset was 

resampled. Multiple csv files were created with this transformed data to facilitate the 

sentiment analysis. Figure 8 is an amalgamation of multiple extracts from this Python 

file. 
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Fig. 8 – Code extract - balancedDatasetCreator.py 
 

3.7 mergeDataset.py file 

This Python file was used to merge data scraped from Twitter with the data extracted 

from ‘Our World in Data’ website (Our World in Data, 2022). Figure 9 is an 

amalgamation of multiple extracts from this Python file. 
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Fig. 9 – Code extract - mergeDataset.py 
 

3.8 tweetsLocationAnalyser.py file 

This Python file was written to analyse locations attached to tweets. Figure 10 is an 

extract from this Python file and figure 11 a chart output while running the code. The 

results of this analysis were one of the factors which drove the decision to focus this 

research on worldwide data. 
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Fig. 10 – Code extract - tweetsLocationAnalyser.py 
 

 
Fig. 11 – Tweets per location 
 

3.9 covidVaccineEDAWithAllYears.py file 

This Python file was written to run an exploratory data analysis on the tweets dataset. 

Figure 12 is an extract from this Python file and figures 13, 14, 15 and 16 are snapshots 
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of outputs displayed while running the code. Sizes of the initial and random extract 

dataframes have been highlighted. 

 

 
Fig. 12 – Code extract - covidVaccineEDA.py 
 

 
Fig. 13 – Tweets count per month 
 



19 
 

 
Fig. 14 – covidVaccineEDA – size of entire tweets dataframe - output 1 
 

 
Fig. 15 – covidVaccineEDA.py – size of tweets random extract- output 2 
 
 



20 
 

 
Fig. 16 – covidVaccineEDA.py – output 3 

 

3.10 covidKidsVaxModelsAllYears.py file 

Multiple classical models have been implemented in this Python file. After resampling 

(fig. 17), an analysis of tweets - volume (fig. 18), objectivity/subjectivity (fig. 19 & 20) 

and N-gram analysis (fig. 21, 22, 23, 24) over the period was carried out. 

      
Fig. 17 – Sentiment distribution after resampling 
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Fig. 18 – Tweets volume 
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Fig. 19 – Tweets objectivity/subjectivity output 
 

 
Fig. 20 – Tweets objectivity/subjectivity 
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Fig. 21 – N-gram analysis -1 
 

 
Fig. 22 – N-gram analysis -2 
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Fig. 23 – N-gram analysis -3 
 

 
Fig. 24 – N-gram analysis -4 
 

The number of tweets per year in the sample can be seen in fig. 25 and the average 

number of words in tweets in fig. 26. 

 
Fig. 25 – Number of tweets per year 
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Fig. 26 - Number of words in tweets 
 
 

Figure 27 is an amalgamation of multiple snapshots of code in this Python file where 

tweets from official news outlets are analysed and classical models are implemented 

(logistic regression, random forest, extreme gradient boost, K-Neighbours, SVM, 

Decision Tree). 
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28 
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Fig. 27 – Code snapshots – CovidKidsVaxModelsAllYears.py 
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Outputs from models implemented in this file can be seen in the next screenshots (fig. 

28, 29, 30, 31, 32, 33). Figure 34 is an overview and comparison of the models results. 
 

 
Fig. 28 – Logistic Regression results & Confusion Matrix 
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Fig. 29 – Random Forest results & Confusion Matrix 
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Fig. 30 – Extreme Gradient Boost results & Confusion Matrix 
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Fig. 31 – K-Neighbours results & Confusion Matrix 
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Fig. 32 – Decision Tree results & Confusion Matrix 
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Fig. 33 – SVM results & Confusion Matrix 
 

 
Fig. 34 – Overall models results & comparison 
 

3.11 TweetsSentimentAnalysisAllYears.py file 

A sentiment analysis was implemented in this file. Polarity, subjectivity and objectivity 

are further analysed with multiple graphs produced. Multiple word clouds are generated 

as well (Dua, 2021). Furthermore, sentiment attached to specific vaccines has been 

explored as well. 

 

Figure 35 is an amalgamation of some code extract from this Python file.  
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Fig. 35 –Code snapshots - TweetsSentimentAnalysisAllYears.py 
 

Figures 36 to 46 depict multiple graphs generated while running the code. 
 

 
Fig. 36 – Tweets most common sources 
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Fig. 37 – Verified authors 
 

 
Fig. 38 – Tweets volume 
 

 
Fig. 39 – Tweets count by polarity 
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Fig. 40 – Tweets count by subjectivity 
 
 

 
Fig. 41 – Tweets on Pfizer count by polarity 
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Fig. 42 – Tweets on Moderna count by polarity 
 

 
 
Fig. 43 - Sentiment word cloud - Covaxin 
 

 
Fig. 44 - Sentiment word cloud – Johnson 
 

 
Fig. 45 - Sentiment word cloud – Moderna 
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Fig. 46 - Sentiment word cloud – Pfizer 
 

3.12 TweetsSentimentPredictionsAllYears.py file 

Multiple deep learning models have been implemented in this file (SimpleRNN, single 

LSTM (Justin, 2020), Bidirectional LSTM, 1D Convolutional).  

 

Figure 47 is an amalgamation of some code extract from this Python file.   
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Fig. 47 – Code extract -TweetsSentimentPredictionsAllYears.py 
 

Figure 48 depicts multiple snapshots of code output. Figure 49 is a representation of the 

best performing model in this particular set of models (Bi-directional LSTM). 
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Fig. 48 – Outputs – extract 
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Fig. 49 – Best performing model – Bi-directional LSTM 
 
Bidirectional LSTM model constantly outperformed the others, with best accuracy at 71% and epoch 85 as 
shown in figures 50 to 54. 
 

 
Fig. 50 - Bidirectional LSTM - Epoch 70 
 

 
Fig. 51 - Bidirectional LSTM - Epoch 200 
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Fig. 52 - Bidirectional LSTM - Epoch 80 
 

 
Fig. 53 - Bidirectional LSTM - Epoch 90 
 

 
Fig. 54 - Bidirectional LSTM - Epoch 85 

3.13 LDATopicsExtraction.py file 

 

Topics were extracted and graphed in this Python file. Figure 55 is an amalgamation of 

some snapshots from the code while figure 56 is a graph generated with this file. The 

NCR lexicon was used to associate words with emotions (figure 57). 
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Fig. 55 – Code snapshots – LDATopicsExtraction.py 
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Fig. 56 – Emotion-related words 
 
 

 
Fig. 57 – NCR-lexicon.csv snapshot 
 
 

3.14 TopicModellingLDA.py file 

 

A dynamic graph was generated in this file to display topics. Figure 58 is an 

amalgamation of some snapshots from the code while figures 59 to 67 depict graphs 

generated with this file.  
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Fig. 58 – Code snapshots – TopicModelingLDA.py 
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Fig. 59 – Topic 1 
 

 
Fig. 60 – Topic 2 
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Fig. 61 – Topic 3 
 

 
Fig. 62 – Topic 4 
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Fig. 63 – Topic 5 
 

 
Fig. 64 – Topic 6 
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Fig. 65 – Topic 7 
 

 
Fig. 66 – Topic 8 
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Fig. 67 – Topic 9 
 
 

3.15 BERT.py file 
 

BERT model was implemented with max_len set to 128, batch_size 32, hidden size 768, 

hidden size classifier 50, number of labels 5 and BERT model instantiation: bert-base-

uncased, (Classify Text with BERT, 2022). Figure 68 is an amalgamation of code extracts 

from this file. 
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Fig. 68 – Code extract - BERT.py 
 

The BERT model was ran with epoch set to 2 and produced an accuracy of 90.3% as 

depicted in figure 69. 
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Fig. 69 - BERT model with epoch set 2 
 

Further analysis was carried out in this file as depicted in figure 70. 
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Fig. 70 – Top 20 most common words 

3.16 DistilBERT.py file 
 

A DistilBertModel (Ghisleni, 2022) was implemented using distilbert-base-uncased. Some 

code extract can be seen in figure 71. 
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Fig. 71 – Code extract - DistilBERT.py 
 

DistilBERT was ran with epoch set to 2 and produced an accuracy of 89.84 % as shown 

in figure 72. 
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Fig. 72 – DistilBERT ran with epoch set to 2 
 
 
 

3.17 CovidKidsVaxWithCasesInfoModelsAllYears.py file 

 

This Python file combines a sentiment analysis and prediction with the number of cases, 

total boosters and new vaccinations. SPSS was used to investigate correlations. The 

overall analysis reveals very weak correlations as shown in fig. 73. 
 

 
Fig. 73– Correlation in SPSS 
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The following models were implemented with the target set to sentiment_score and 

predictors to  

new_vaccinations, total_boosters, total_cases: logistic regression, random forest, 

extreme gradient boost, K-Neighbors classifier, decision tree, support vector machine 

and Naïve Bayes. The model with the highest accuracy is Random Forest with 41.63% as 

shown in figure 74. 
 
 

 
Fig.74  – Models results with predictors set to new_vaccinations, total_boosters, total_cases 
 

Another set of tests were run with the target being set to sentiment_score and 

predictors being total_cases and total_deaths. The model with the highest accuracy was 

Extreme Gradient Boost with 41.74% as shown in figure 75. 
 

 
Fig. 75– Models results with predictors set to total_cases and total_deaths 
 

Another set of tests were run with the target being set to sentiment_score and predictor 

set to reproduction_rate. The model with the highest accuracy was Extreme Gradient 

Boost with 36.73% (figure 76). 
 

 
Fig. 76 – Models results with predictors set to reproduction _rate 
 
 

Some code snippets from this file can be seen in figure 77. 
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Fig. 77 – Code extract – CovidKidsVaxWithCasesInfoModelsAllYears.py 
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