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1 Software Description 
 

Programming Tools Jupyter Notebook, Google Collaboratory, Python, 

Python Libraries, Overleaf (for report).  

Browser Opera, Google Crome 

Mailing address Gmail, google drive (to retrieve data) 

Table 1. Software Description 

 

2 Environment Setup 
 

“Jupyter Notebook” and “Google Colab” computing platforms was chosen for the 

implementation of machine learning and deep learning models. Jupyter notebook being an 

OS based software runs on the ram and GPU present in the system hence is very reliable to 

access the program anytime and start from wherever saved. Whereas Google Colab is a 

browser-based software which is owned by google and is best when modelling high 

configuration models as it provides free access to cloud GPU which makes the 

implementation faster. Hence, both the platforms were selected. 

Making a Jupyter Notebook sheet: 

1. Download and open Jupyter notebook and select the latest python environment which 

in this case is python 3. 

 

 

Figure 1. Jupyter Notebook Environment 
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2. Choose a folder and save the dataset which is going to be imported in the python 

environment. 

3. Click on new on the right top corner and open python 3 notebook. 

 

 

3 News Headline dataset. 
 

3.1 Data Preparation. 

1. In order to import the dataset in the python environment first the dataset “News 

Headline dataset for Sarcasm detection” (Mishra, 2019) is supposed to be 

downloaded from website “kaggle.com”  (Mishra, News Headlines Dataset For 

Sarcasm Detection, 2019) 

 

 

Figure 2 News  Headline Dataset 

 

2. Once downloaded upload the dataset into your google drive and will be used later 

when working with google colab. 

3. Import the libraries that are mentioned in the figure below. 
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Figure 3. Python Libraries 

 

4. Import the dataset in the python 3 environment and view first few rows using the 

below command. 

 
 

3.2 Data Pre-processing and cleaning. 

1. A new function named “Clean_text” is created to pass the text from the data as its 

parameter and clean the entire text. 

 
 

2. Now that the data is cleaned there are more than 10,000 words in the data. Therefore, 

we create a word cloud to view the most frequently used sarcastic words and non-

sarcastic words. 
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Figure 4. Word Cloud 

3. Next, for the word to vec model using a for loop all the words from the sentences are 

split into unique words and stored as a list named “word” and using genism library a 

word to vec model is created passing the “word” list are its parameter. Words 

tokenization is also done to the same list which will be used for modelling. 

 

Figure 5. Pre-processing for word2vec model. 

4. A function named “get_weight_matrix” is created which creates a weighted matrix  

from the word2vec genism model and using it as weights  of non-trainable keras 

embedding layer. 

 

Figure 6. Weight Matrix function. 
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3.3 Modelling 

1. Import the train test split library from Sklearn and split the data into train and test with 

split ratio being 70:30 between training and validation respectively.  

 

 

 
 

3.3.1 For GloVe model 

1. Initialize the neural network model store in variable “model” and add the layers as 

shown in the figure below and view how the model will look. 

 

 

Figure 7. Neural Network for word2vec model 

 

2. Train the model as shown. 
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3. Plot the results as shown below. 

 

Figure 8. w2v plot code 

 

 

Figure 9. Word2Vec results plot 

 
 

4. Run the code below to predict on test data and create a confusion matrix and 

classification report. 

 

 

3.3.2 For BERT (10 Epoch) Model. 

1. Import all the required libraries and the pre trained model from the keras library and 

run as shown in figure below (Martín Abadi, 2015). 
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Figure 10. Loading BERT libraries. 

 

2. Create a function named “get_sentence_embedding” with sentence as its parameter. 

 

            Figure 11. Function to get sentence embedding 

 

3. Initialize a neural network, include layers as shown below and compile. 

 

Figure 12. BERT Model 

4. Include metrics to print in the output. 

 

Figure 13. Metrics 
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5. Model Summary. 
 

 

Figure 14. BERT Model Summary 

 

6. Create Early Stop variable to pass early stopping function. 

 
 

7. Fit the BERT model and store in variable “h1”. 

 

Figure 15. BERT with 10 epochs 
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8. Plot the results of above created model. 

 

 

Figure 16. BERT results plot code. 

 

 

 

           Figure 17. BERT Result Plot (10 Epoch). 
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3.3.3 For BERT (20 Epoch) Model. 

1. Following the same implementation as above run the BERT model for 20 epochs  

(Jacob Devlin, 2018). 
 

 

Figure 18. BERT Model Implementation 
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2. Plot the results of above created model. 

 

 
 

 

    Figure 19.BERT Result Plot (20 Epoch). 
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3. As the BERT model with 20 epoch gives more accuracy this model will be used to 

predict on the test data and generate classification report. Run the code below to test 

the model on the test data. 

 

 

Figure 20.Model Testing and Classification Report 

 

 

 

 

 

3.3.4 VADER 

 

 

Figure 21. Libraries to Implement VADER 
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Figure 22. VADER Implementation. 

 
 

 

Figure 23. VADER Result. 
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Figure 24. VADER group by Result 
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