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1 Introduction 
 

The setup handbook is a step-by-step manual that provides project direction for the project 

"Electricity Theft Detection Using Machine Learning Algorithms" that is given in a technical 

report. The goal of this report is to guide the reader through each phase and help them get the 

output and results they are looking for, which are then provided in a technical report. A 

variety of libraries, technologies, and software configurations are used to implement the 

complete project. 

 

1.1 Project Overview  

The aim of this project is to identify and detect electricity theft. The methods used are 

Boosting algorithm with CNN, Random Forest, K-mean clustering, and Decision Tree. The 

Boosting algorithm produced better results, which may aid in identifying consumers who are 

engaging in fraud. 

 

2 Pre-requisites 

 
Programming Language: Python.  

Development Tools: Jupyter Notebook, Google Colab, Microsoft Excel. 
 

MS Word and MS Excel from the Microsoft Office suite were utilized for data selection, 

viewing, and reporting. Python is the primary programming language employed in this study. 

Python 3.8.8 was utilized for this study, and it may be obtained for free from their official 

website. Python programming was done on the Anaconda platform, which can also be 

downloaded for free from their website. The Anaconda Navigator's Jupyter Notebook 

application was employed. Jupyter Notebooks include benefits such as quick implementation 

and ease of use. 

 

3 Software Installation Guide 
1. Install & Download the Anaconda Distribution.  

2. Download the Anaconda Distribution package. 

3. Installation of Anaconda 

4. From Navigator, create an Anaconda from Navigator, create an Anaconda Launch 

Anaconda Navigator.  

5. Establish a Setting for Jupyter Notebook. 

6. Setup and Use of Jupyter Notebook 
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4 Project Implementation Guide 
 
The project's implementation is discussed in this section. This part provides a brief 
explanation of all the codes, packages, and reasoning. 
 
4.1 CNN with the Boosting algorithm 
 
This is with the reference to the files ‘XGBoost_china_data’ present in the code artefact. The 

below screenshots contains the daily usage analysis with 70% training data. Please note that 

the same procedure has been followed for Daily power consumption data utilized for training 

with 80% of the total dataset, Monthly power consumption data utilized for training with 

70% and 80 % of the total dataset in the files ‘XGBoost_data80’, 

‘XGBoost_china_dataM70’, ‘XGBoost_china_dataM80’ respectively. 

Steps followed for the data process and EDA 

 
In Figure 1, the dataset is imported, as well as all the necessary libraries, and may be viewed 
as shown below.1 

 

Figure 1:  Load Libraries for CNN 

 

Process Null Dataset  
In Figure 2, Figure 3, Figure 4 the dataset for the model training is cleaned up of undesirable 
information. Look for missing or empty values. If so, remove it or replace it with zeros or the 
dataset's median; otherwise, carry on. 

 

Figure 2:  Process Null Dataset 

 

                                                                 
 
1 https://github.com/henryRDlab/ElectricityTheftDetection 
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Figure 3:  Treat Null dataset 

 

 

Figure 4: Output after treating null dataset 

 

In Figure 5, verified the timing of the dates. If so, use the date-time function to control the 

date-time line. Move on if not. Verify any continuous zero value in the consumer, including 

null. If so, it has no effect on customers. 

 

 

Figure 5: Sort index 

 

 

Figure 6: Deleting nulls 

 
Data Pre-processing 
In Figure 7, the train test split method is used to divide the dataset before performing an 
unbiased model and identifying overfitting or underfitting issues. Divide data using a 
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machine learning library's train-test-split function Learn about the model selecting software. 
By using this strategy, the model's biases during the evaluation and validation process are 
reduced. 
 

 

Figure 7: Split data into train and test 

 
Implementing CNN with XGBoost Algorithm 
 
Here Figure 8, Figure 9, Figure 10 displays the implementation of CNN model and Figure 11 
displays the implementation of XGBoost algorithm. 
. 

 

Figure 8: CNN Model 
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Figure 9: CNN Model Summary 

 
 

 

 

Figure 10: Model Weight Summary 
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Figure 11: XGBoost implementation 

 

4.2 Random Forest Model 

 
This is with the reference to the file ‘Random Forest’ present in the code artifact.  

 

Importing required libraries and datasets 

 
In Figure 12, the dataset is imported, viewed, and all necessary libraries have been imported, 

as seen below. 

 

 

Figure 12: Import necessary libraries for Random Forest 
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Pre-processing of Dataset 

In pre-processing separate the labels into new variables and remove the unnecessary portions 

of the dataset. Process the null value using each consumer's median, and if any nulls are 

present in the small amount, replace them with 0. To properly format the time and date, 

process the dataset. 

 

Figure 13: Pre-processing the of dataset 

 

Figure 14 displays the splitting of training and testing dataset fo Random Forest. 

 

 

Figure 14: Splitting training and testing dataset for Random Forest 

 

Need to use techniques like SMOTE to increase the performance of the Random Forest 

algorithms because unbalanced data sets are frequently encountered in this practice. Figure 15 

displays the function of SMOTE. 

 

 

Figure 15: SMOTE 
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Random Forest with Daily Regular Power Consumption 

Figure 16 displays the Random forest implementation for Daily Power Consumption. 

 

 

Figure 16: Random forest implementation for Daily Power Consumption 

Random forest Model with the Monthly Power Consumption 

Figure 17 displays the Random forest Model with the Monthly Power Consumption. 
 

 
Figure 17: Random forest Model with the Monthly Power Consumption 
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4.3 K-Means  
This is with the reference to the file ‘China_data_analysis_K’ present in the code artefact.  

Importing required libraries 
In Figure 18, all necessary libraries are imported along with the dataset which is read and 

stored in a data 

frame.

 
Figure 18: Importing libraries for k-mean 

Preprocessing of dataset 
Initially, in Figure 19 the dataset imported is analyzed for structure. The Null values or NA 

values in the dataset is calculated. The unwanted columns are removed. The NA values are 

handled using median imputation.   

Figure 19: Basic information check 
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Figure 20: Output data of basic information 
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Figure 21: Processing of null value 

Figure 22: Process data and time sequence 
 

Data Preparation 
In Figure 23, The data is prepared for applying the K-means model. Data preparation steps 

include scaling of the data. Data here is aggregated into daily data and monthly data. Both 

these aggregated data are scaled. 
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Figure 23: Preparation of data for k-Mean 

Model Building – K means 

Figure 23 includes K-means applying on regular power consumption dataset on daily 

readings as well as monthly readings. 

 

 

Figure 23: K mean for daily power consumption data 
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Figure 24: K mean for Monthly consumption data 

 

 

4.4 Decision Tree Model 
This is with the reference to the file ‘Decision_tree’ present in the code artefact 

 

Importing required libraries and datasets. 

In Figure 25, the dataset is imported, viewed, and all necessary libraries have been imported, 

as seen below. 

 

 

Figure 25: Import libraries for Decision Tree 

 

Pre-processing of Dataset 

In Figure 26 pre-processing separates the labels into new variables and remove the 

unnecessary portions of the dataset. Process the null value using each consumer's median, and 

if any nulls are present in the small amount, replace them with 0. To properly format the time 

and date, process the dataset. 
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Figure 26: Pre-processing for Decision Tree 

 

 

Figure 27: Split the training and testing dataset 

Need to use techniques like SMOTE to increase the performance of the Random Forest 

algorithms because unbalanced data sets are frequently encountered in this practice. Figure 

28 displays the SMOTE function. 

 

 

Figure 28: SMOTE 
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Decision Tree for Daily Regular Power Consumption 

 

Figure 29 displays the Decision Tree for Daily Power Consumption. 

 

Figure 29: Decision Tree for Daily Power Consumption 

 

Decision Tree for Monthly  Power Consumption 

Figure 30 displays the Decision Tree for Monthly Power Consumption. 

 

 
Figure 30: Decision Tree for Monthly Power Consumption 

 

 
 

 
 


