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Abstract 

 

This research is based on the investigation of the consumer’s actual power consumption to 

identify the fraud consumer who steals the energy from the power lines, which can cause an 

imbalance in a power line which most affects the other consumers, utility companies, and the 

government, for this research purpose. These smart energy meters collected the consumer 

dataset at a regular time interval. The dataset collected by the state grid corporation of China 

(SGCC) is utilized in this research work to identify the fraud consumer from the bunch of 

honest consumers. As this research work goes into depth about the machine learning and deep 

learning algorithms and pattern recognition problem, it found that for the machine learning and 

deep learning model, when the dataset is imbalanced, it becomes ought for the machine 

learning and deep learning models to learn accurately about both class features and 

characteristics. So, to solve this issue, this research paper proposed the Hybrid algorithm of 

deep learning and machine learning boosting algorithm, which is known for managing 

imbalanced datasets, and the deep learning algorithm is utilized to extract more hidden features 

from the data so machine learning model can classify the information and correct fraud 

consumer data information can be collected. To balance and manage the imbalanced dataset, 

class weights were added during the model training instead of over and under-sampling the 

dataset, destroying the dataset’s actual characteristics. This proposed methodology in this 

research successfully identifies the fraud consumer by around 96%, and the model can achieve 

an AUC score of approximately 96%. This research also included the implementation of 

models for comparison, including random forest, K means clustering, and Decision Tree. 
 

1 Introduction 
There are three processes of the power system operation generating, transmission, and 

distribution in the power system operation. Due to different supply voltage levels, considerable 

power is lost during these three processes. These losses are categorized into two parts technical 

loss and non-technical loss(Ponce et al., 2017). When the loss in the power line is analyzed due 

to technical tool failure and faulty operation of system equipment leads to the power loss, this 

type of loss is due to the impact of technicality known as a technical loss in power lines. This 

technical loss can be analyzed during the power audits and neglected by regular maintenance 

of machines and power lines. Meanwhile, non-technical losses are considered the illegal use of 

energy consumption by tempering with utility meters or bypassing the meter connection, and 

not regularly paying the electric bills are the types of non-technical losses (Haes Alhelou et al., 

2019). This type of behavior is regarded as a crime, and stealing and tampering with the 

electricity utility company properties is considered a punishable crime in every country’s law 

(Golden and Min, 2012). These types of illegal energy consumption use significantly affect the 

financial loss and quality of the power to the utility companies and countries’ developments, 

there has been a significant rise in electricity stealing and a rise in fraud among consumers. In 

developing countries such as China, India, Turkey, Malaysia, Brazil, Pakistan, Bangladesh, 
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and many other developing counties, the illegal use of electricity is relatively high(Gaur and 

Gupta, 2016; Sudhir Kumar Katiyar, 2005). 

In many developing countries, people steal power by hooking wires with poles or tampering 

with the meters; thus, utility company employees take a meter reading of power consumption 

at a lower value than the actual. The illegal use of energy consumption affects the operation of 

the conventional grid, and the power grid causes severe revenue loss and power loss. This 

electricity loss problem also affects the prosperous nation.  

Fraud consumer energy consumption patterns are more abnormal than honest consumers. 

Manual energy theft detection is challenging because consumers have different power 

consumption (Lewis, 2015). It changes according to time, so taking the consumer misbehaviors 

from their power consumption by any misbehaviors algorithm is complex and involves many 

costs (Wong et al., 2021). In many countries, long-term use smart meters record periodic 

information about energy consumption. To solve this issue, many other researchers are utilizing 

AI-based approaches. This vital information about consumer power is considered a valuable 

key that can be analyzed and utilized using modern AI-based approaches (Deep learning and 

machine learning algorithms). The machine-learning algorithm can determine and identify the 

hidden features in the dataset based on the information (Gunturi and Sarkar, 2021). Further, 

the model can classify the data into fraud and honest consumer categories based on 

consumption information. However, a machine learning algorithm can extract hidden features. 

In this project work, we discuss those issues to identify fraud using a machine learning 

algorithm and try to solve the problems. Since it is a precise and lightweight solution, this 

project's ICT solution can be commercialized. 

1.1 Research Question and Objectives: 

 

In this research work, we are analyzing the electric theft dataset. Since electricity theft can 

result in abnormal patterns of electricity consumption, the data-driven electricity-theft 

detection approaches have received extensive attention recently due to the availability of smart-

meter readings and electricity consumption data from smart grids. Next, we demonstrate how 

machine learning could be able to detect abnormalities in energy thefts. 

 

RQ: “To what extent can identification and detection of the electricity theft using the machine 

learning algorithms (Boosting algorithm, Random Forest, K mean clustering, Decision Tree) 

be used to minimize electricity fraud to support Chinese electricity boards”? 

 

Sub-RQ: “Can daily and monthly analysis enhance the identification and detection of 

electricity frauds?” 

 

In this project, our primary goal is to detect fraud consumers who consume electricity illegally. 

Obj1: Investigation of electricity theft detection methods. 

Obj2: Data collection and pre-processing from smart meter data. 

Obj3: Implementation and evaluation of electricity theft detection models 

Obj3(a): Implementation, evaluation, and results of boosting-based hybrid learning algorithm  

Obj3(b): Implementation, evaluation, and results of Random Forest. 

Obj3(c): Implementation, evaluation, and results of k mean clustering  

Obj3(d): Implementation, evaluation, and the results of Decision Tree. 

Obj4: Comparison and evaluation of developed models. 
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Contribution: The following is a summary of this paper's main research contributions: In order 

to better evaluate electricity theft in smart grids, the study paper developed a model structure 

to better extract the information from the power consumption pattern dataset, segment the user, 

and manage and balance without adding extra synthetic data, conducted thorough tests using a 

sizable, accurate dataset of electricity consumption. According to experimental findings, our 

CNN model with XG Boost performs better than other techniques currently in use. 

 

The report structure of the paper is as follows, the second section is about the analysis of various 

recent research works, and the type of methodologies they applied in their research work. In 

the third section, we discuss the basic idea of the XG boost algorithm, Random Forest, K mean 

clustering, and Decision Tree, the next section discusses the results and performance of the 

novel approach for solving this issue and the last section is about the research work conclusion 

and what is the future scope of the research work utilized in this paper. 

 

2 Related Work on Electricity Theft (2014-2016) 
This section of the research paper is based on information about how the other recent researcher 

worked on the problem of electric theft detection and analyzed the critical evolution of those 

methods. The plans utilized for this research work are finalized based on these methods. 

2.1  The Conventional Approach to the Theft Detection 

The electric power is transmitted to the consumer via the electricity distribution network. In 

this complex network, uncertainties occur in the power distribution network, such as random 

error meters, uneven loads consumption, surge supply voltage, etc. (Comden et al., 2019). For 

monitoring and control proposed in the electric power distribution system, the state estimation 

method (Zhang and Han, 2020), alongside the digital technology capable of providing critical 

information about the distribution network.  

In the research work (Zhang et al., 2020), the interval state estimation model is proposed to 

formulate various uncertainties and unbalanced variables of the distribution network. It is an 

interval arithmetic model. The interval state estimation model provides the upper and lower 

bounds of the state variables. They are using this interval state estimation model to monitor the 

distribution network bus and distribution system by applying the state estimation method in the 

power network to analyze and create a math model of all real-time information and prior 

information about evaluating multiple uncertainties for energy theft detection(Huang et al., 

2013).  

The state estimation approach for the power system was analysed based on the weight most 

minor square technique because the weight least square technique is quite attractive and 

efficient. There is also one central uncertainty voltage control which plays a vital role in the 

operation of the distribution network. 

The research work developed and simulated the state estimation algorithm in MATLAB 

software (Pegoraro and Sulis, 2011). The simulation considers the math model's voltage 

amplitude and phase angle state variables. Also, state estimation is based on a math relation 

between amplitude and angle of the voltage and measurement from the distribution system. So, 

the state estimation model formulates reactive power compensation to voltage control with 

uncertainties (Yang et al., 2020). 

Based on the similar concept of the control system state-space model for electricity theft 

detection in distribution system using the wireless communication system. In the electricity 
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distribution network, a high percentage of the economic loss and power loss is due to electricity 

theft. Thus, proposing an electronics approach for electricity theft detection allows sensors to 

detect at a remote location. The wireless communication system is based on a global system 

for mobile communication. So, a global mobile communication technology system collects all 

the consumers' meter readings without human iteration. Thus, the wireless communication 

system gives detection alert messages automatically to the electricity utility companies which 

alerts electricity utility companies to eliminate various issues such as bypassing meter readings 

or tampering with the meter reading (Mufassirin et al., n.d.). 

However, one of the flows of this method is that the state-space model requires much more 

detailed information about each piece of equipment the consumers utilize. A lot more 

information to process for the standard system is not possible. Hence, the operating cost is very 

high, and the information is not easy to capture from the consumers. 

2.2 Critical Review of Machine Learning-Based Approaches 

A machine learning algorithm handles a large amount of data to train machines efficiently by 

predictive analysis. A supervised Machine learning algorithm-based model can take label data 

during training to generate predictions.  There are many real-world problems where machine 

learning algorithms are utilized, such as false consumer detection for credit card fraud, spam 

detection in banking, healthcare prediction, crime prediction, text mining, web mining, 

electricity theft detection, credit card fraud detection, and many others (Xia et al., 2022). 

Based on the concept of machine learning algorithms, fraudulent electricity consumption by 

the consumer is detected using a support vector machine learning technique. Support vector 

machine utilized for both the classification and regression problem. So, the electricity theft 

detection problem needs to classify the consumer into two categories: honest and fraud. Thus, 

using a support vector machine dramatically deals with the electricity theft erection problem 

for organizing a consumer as per their load profiles pattern. Support vector machine-based 

classification model has a set of kernels. This set of kernels has a mathematical formulation, 

and using this formulation, mapping various consumers with the specific feature in high 

dimensional space. This support vector machine-based classification model distinguishes the 

honest or fraudulent consumers using their load profiles pattern (Nagi et al., 2010). 

The support vector machine-based classification model and decision tree are used in supervised 

machine learning algorithms to solve classification-based problems. Using a decision tree and 

support vector machine-based classification model detects the actual consumption of the 

consumer and improves the detection accuracy. The decision tree-based prediction model 

calculated the consumer expected power consumption using various attributes like the number 

of appliances, the number of people, temperature, weather etc. after that support vector 

machine-based classification model takes both input and output of the decision tree as an input 

and classifying a consumer into honest and fraud consumer from their energy consumption 

(Jindal et al., 2016). 

The support vector machine and random forest models are the most frequently used supervised 

learning algorithms to solve classification-based problems. Decision trees and support vector 

machines obtain acceptable results, but existing line loss data and consumer behavior for 

energy theft are not fully utilized. Thus, to solve this type of problem random forest-based 

classification model was utilized. Random forest build based on the bagging approach. A 

random forest algorithm is also used for both tasks, such as regression and classification. So, 



5 

 

 

using a random forest-based classification model, classify the honest and fraudulent consumers 

from the various consumer behavior (Hu et al., 2020). 

Supervised machine learning algorithm-based methods are utilized to detect non-malicious 

changes in energy consumption patterns due to changes in the weather, decreases in the usage 

of some appliances, decreasing number of people, and temperature. This type of issue is solved 

using the k-means algorithm.  Using the K-means algorithm remove the cluster from the dataset 

improves the false positive rate and detection accuracy by 11% and 94%, respectively (Jokar 

et al., 2016). 

 

2.3 Investigation of Deep Learning Algorithm Approach for Solving the 

Problem 

Many researchers worked on the machine learning or deep learning algorithm-based model to 

avoid the issues and instability of the unsupervised learning-based clustering algorithms for the 

energy theft detection problem. Further model is trained with training data set, which is a ratio 

around 70:30 or 80:20 of the total dataset, and once the model is trained and to check the model 

prediction performance based which is different from the training dataset. Deep learning is also 

represented as a deep neural network and its subset of a broader family of artificial intelligence 

and machine learning method based on a multi-layer perceptron network. The deep learning 

algorithm is the process of feature engineering (Khan et al., 2020b).  

Multi-layer perceptron method for detecting fraud consumer for energy based on their power 

pattern detection mainly including multiple neurons layered neural network, feed-forward 

neural network, and recurrent neural network. A multi-layer perceptron network is employed 

with input, hidden, and output layers. A multilayer perceptron network was utilized with a 

backpropagation algorithm to decrease the mean squared error between the desire and actual 

output for detecting fraud.  First, selecting the mean for the consumer's energy consumption 

and maximum demand is applied to a multi-layer perceptron network (C. Costa et al., 2013). 

A deep and convolutional neural network was utilized to capture periodicity in the energy 

consumption pattern and get accurate detection accuracy.  The feed-forward neural networks 

and deep learning algorithm-based convolutional neural networks are trained with the scaled 

data set of labeled classed energy consumption patterns and features based on daily power 

consumption for the feed-forward neural network and CNN. The classed dataset must have 

equal data points and the same number of attributes. A deep convolutional neural network takes 

daily power consumption as an input in the 2-D matrix, which is the spatial feature. Thus, 

convolutional neural networks capture spatial features and efficiently lean the periodicity in 

the energy consumption pattern (Zheng et al., 2018). 

The approach is frequently used for the electricity theft detection combination of the 

convolutional neural network and the long short-term memory. For feature extraction and 

classification purpose convolutional neural network is widely used. CNN-based LSTM models 

are implemented to predict electricity prices. The CNN-based model was used for the feature 

extraction, and LSTM was used for the sequential dataset; thus, the combination of CNN-

LSTM was used for the binary classification problem. They use LSTM to detect fraud 

consumers for energy theft from the historical power consumption data (Hasan et al., 2019). 

The various literature analysis on machine learning and deep learning algorithms utilized to 

identify the fraudulent consumer from the bunch of honest consumers is a challenging task. 

The DL and ML algorithms use the classification-based approach to detect the fraud customer. 
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The basic fundamental of the classification approach is required the class data in equal 

amounts. For example, suppose the classification is classified into two classes: fraud and 

innocent consumers. In that case, the machine learning and deep learning model need the 

dataset of both types in an equal amount of data points for each category. For this problem of 

fraud detection in a real-life scenario, the dataset is highly biased toward the honest consumer 

data, so when the model is trained to detect the fraud consumer, then the model is also very 

biased towards the honest consumers, so the prediction accuracy to see the fraud consumer is 

significantly less. To balance and modify the information, many research works utilised the 

SMOTE-based synthetic data balancer in simulation work. All the other research works related 

to the SMOTE are discussed in the next section. 

2.3.1 SMOTE-Based Approach for Solving the Imbalanced Data Issue 

To solve the issue of the imbalanced dataset and missing or zero value in the energy 

consumption dataset, many researchers utilized this method of synthetic data process for the 

minority class for the oversampling of the dataset (SMOTE). Applied SMOTE function to the 

training dataset synthesizing a new sample from the minority class. And this function 

oversample that complex pieces tend to misclassify the whole dataset. Using this method, they 

balance the fraud consumer data with the actual consumer dataset so that the supervised 

machine learning algorithm, such as support vector machine, XG-boost, random forest, 

decision tree, etc., is trained with an equal dataset. The accuracy of model detection and fraud 

identification is up to the training and validation dataset mark. But the synthetic data generation 

process is entirely unknown to the developer during the training process. Based on the available 

sample data of the minimum sample, it will create the synthetic dataset; There are maximum 

chances that it will change some of the fraud consumer functional information characteristics 

in the synthetic dataset (Pereira and Saraiva, 2020). 

2.4 Identified Gaps and Conclusion 

 This literature survey section includes information about the various methodologies utilized 

to solve the issue of electricity fraud detection based on their power consumption dataset. The 

first section had information about the conventional approach, then machine learning and deep 

learning-based system, and also discussed the flows in the process to overcome this flow of 

machine learning and deep learning algorithms SMOTE based algorithm is utilized to balance 

the imbalanced data by oversampling or under-sampling dataset and balance the fraud and 

honest consumer information in the dataset. However, by doing this, the original character of 

the dataset and information tampers. When the real-time data is fed into the model for the 

prediction, the prediction accuracy of unknown data is very low (Douzas et al., 2019). So, to 

overcome this issue of machine learning, deep learning algorithms with the SMOTE algorithm, 

this research work proposed a novel approach for fraud detection with the Deep and wide CNN 

algorithm hybrid with the XG-boosting algorithm with the class weight-based method to avoid 

the biases of the model. The next chapter is included the fundament information about the 

proposed approach and the collected dataset information. 

3 Electricity Theft Detection Methodology Approach and Design 

Specification 

3.1 Electricity theft Methodology Approach 
This section is based on the various research methodologies implemented to solve the issue of 

electricity fraud consumer detection based on their power consumption patterns. To solve this 
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issue of fraud detection, this research paper proposed a deep learning and machine learning 

hybrid model alongside the class weight balancing to manage the problem of imbalance 

classification dataset. The research paper proposed a Depth with broadness of the CNN model 

structure to better extract the information from the power consumption pattern dataset and 

segment the consumer and is managed and balanced without adding extra synthetic data by 

counter balancing the weights in the XG-boost algorithm. Machine learning algorithms like 

Random Forest, K mean clustering, and Decision Tree is also implemented. This chapter also 

included information about the data collection and the basics of exploratory data analysis.  

 

Figure 1: Methodology for electricity theft detection 

3.2 Data Collection and All Essential Information about EDA on the dataset 

3.2.1 Data Collection 

For this research, A large dataset consists of information regarding actual power consumption 

by the consumer from China. It is a real-time smart meter dataset collected by the state grid 

corporation of China (SGCC) (Chinese government, 2017). The collected dataset by the state 

grid corporation of China from 1st Jan 2014 to 31st Oct 2016 (Approximately two years and 

eight months). The dataset file is set as .csv files. The dataset of China's state grid corporation 

represents the daily power consumption data of 42,372 consumers for 1035 days. The dataset 

is split into two types of consumers honest and fraud consumers (Pan, et al., 2020). We utilize 

the state grid corporation of China data to detect fraudulent consumers for electricity 

consumption. 

3.2.2 Exploratory data analysis and Data Visualization 

Exploratory data analysis in data science is a critically important process. From the EDA 

process, the machine learning and profound learning model developer get a better idea about 

the problem which is tried to solve using this deep learning and machine learning model 

parameters selection and analysis of the dataset information and further what type of processing 

is still required to performed machine learning, and deep learning prediction performance is 

improved. EDA process is further analyzed into two parts A) Dataset processing and B) Data 

visualization. 

Data Processing:  

Processes the Null values: We have found the missing values or NA’s values from the dataset. 

These missing values are due to a faulty meter or random error while collecting the meter 

reading. So, this missing value or NA’s value remove or replaced with zero. However, we 

manage this absence or the NA’s weight with the median of each consumer power usage. 

Process the date timeline in proper sequence: The dataset date is not in the continuing format 

from the dataset. So, please keep it in the continuing design using the date-time module.  

Process the null or zero value in the consumer: by eliminating zero or null value in the 

consumer and processing the dataset. The dataset has information about the daily power 
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consumption of the consumer. Using this information creates a mean dataset of power 

consumption. 

Data visualization: 

The dataset must be split into equal classes for the training model to avoid model biases. Data 

visualization class samples in the training dataset are biased toward the honest consumer and 

only 8.9% of fraud consumers of the total number of consumers.  To model better performance 

accuracy, balanced the dataset based on the class weight method.  Based on the outcome, the 

model is trained on the dataset. 

 

 

Figure 2:  Data visualization class samples in the training dataset 

 

3.3 Modeling 

After all necessary data pre-processing, the models can be applied on this dataset. During the 

implementation phase, we create models to categorize various attributes depending on the 

structure of the model using the appropriate machine learning method. A scientific method was 

used to assess the model's accuracy. For our suggested project, we are applying the Boosting 

algorithm with CNN, Random Forest, Decision Trees, and K means clustering model models. 

These models were seen to perform better than every other model in the earlier works 

3.4 Algorithm Performance Evolution Method 

3.4.1 Confusion Matrix 

A confusion matrix is an n * n tabular visualization with two dimensions of predicted value 

versus the actual value. Where n represents the target variable which is positive or negative. A 

confusion matrix between the expected value and real value has four attributes: true positive, 

false positive, true negative, and false negative. True Positive is the combination that states that 

the model’s actual and predicted value is positive. True Negative is the combination states that 

the model’s actual and predicted value is negative. False Positive is the combination that 

represents a type 1 error, and in this combination model actual value is negative, but the model 

predicts the positive value. False Negative is also represented as a type 2 error, and in this 

combination model’s actual value is positive, but the model predicts the negative value. 
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3.4.2 Classification Report 

With the Confusion matrix’s help, it evaluates various classification reports. This is defined 

as follows: Accuracy, precision, Recall, and F1-Score. 

Accuracy: 

The accuracy of the models can be calculated as the ratio of the number of correct predictions 

to all kinds of predictions made by the classifier. 

Accuracy = (True Positive + True Negative) /  

(True Positive + False Positive + True Negative + False Negative) 

Precision: 

It can be defined as the ratio of the number of correct predictions to all kinds of positive 

classes predicted correctly by the classifier model. 

Precision =True Positive / (True Positive + False Positive) 

Recall: 

It is defined as the out of the total positive classes number of positive classes provided by the 

model. 

Recall = (True Positive) / (True Positive + False Negative) 

To evaluate both precisions and recall simultaneously, F1-Score was utilised. I remember, 

equal to the accuracy, F1-Score must be 1; it is the best value of F1-Score. 

F1-Score = 2*(recall*precision) / (recall + precision) 

AUC- ROC Curve: 

The AUC favorable plots between the actual favorable and false-positive rates at various 

threshold values and separate the noise from the signal. Thus for the different threshold setting 

AUC-ROC curve was utilized. ROC represents the probability, whereas AUC represents the 

separability. For better performance, the model value of AUC should be higher. 

 
3.3 Design Specification 
 

The dataset is prepared for the other data pre-processing procedure, which is crucial for the 

machine learning model, once it has been scaled and converted. The scaled dataset will then be 

divided into training and testing halves. To prevent the model from overfitting, 70–80% of the 

whole dataset is partitioned and randomly mixed into the training dataset. The remaining 30–

20% of the dataset will be used to validate the machine learning model. It examined the 

accuracy of the trained model's performance on the incoming unknowable dataset. After the 

dataset is divided into its class populations, the weights for the fraud customer and the honest 

consumer are chosen. The training dataset and class weightage are applied to the machine 

learning-based supervised learning algorithm to identify the fraud consumer based on the 

dataset features once the class weightage is chosen. 
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Figure 3: Design Specification 

 

3.5  Conclusion: The methodology is transformed to meet the requirements of this project, 

and this research uses that modified methodology. This methodology is applied to the 

project design process flow and data from smart meters is collected. The project uses the 

design architecture as it was intended to be utilized. The next part demonstrates the 

implementation, evaluation, and results of models for fraud detection. 
 

 

4 Implementation and Evaluation of Electricity Theft 

Detection Models 
 

4.1  Introduction 
This section includes the implementation, evaluation, and results of different models used to 

identify fraud detection. The different machine learning models such as Boosting algorithm, 

Random Forest, K mean clustering, and Decision Tree are implemented for that purpose. Pre-

processing is also completely detailed in this section along with the model implementation. 

The models are evaluated using the accuracy, confusion matrix, and classification reports in 

the project. Python was used to implement the models because of how simple it is to use and 

the vast array of machine learning choices that are available with a variety of libraries. 
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4.2 Data Pre-processing 

 

Figure 4:  Programming flow-data processing 

 

Figure 4 represents the Programming flow for the data processing steps. Using python 

programming language to load the function and libraries. Then, it loads the dataset file is set 

as .csv using the Pandas library, Checking the basic information about the dataset using the 

data info function and the first glance at the dataset. Then, Remove unwanted information from 

the dataset for the model training. Check for null or missing values. If yes, remove or replace 

with zeros or median of the dataset or else proceed further. Check the date-time sequence. If 

yes, manage the date-time line using the date-time function. Else, move on. Check null or any 

continuous zero value in the consumer. If yes, then it eliminates zero consumers. Else parse the 

data. Data visualization has been done using the Matplotlib library. Data pre-processing has 

been done using Scikit learn library. Split training and testing dataset for the random shuffle. 

In Data pre-processing the data standardization and scaling are essential for the data pre-

processing for numerical features. Many machine learning algorithms require data scaling 

because variables measured at different scales impact numerical stability. So, in the data 

standardization process, putting the other variables on the same scale. Standardization can be 

achieved by using the standard scaler function of Sklearn. The normal scaler function ensures 

the standardizing and transforming of the data so that the mean is 0 and the variance is one, 

bringing all the variables at the same magnitude. This approach computes it separately for each 

variable in the dataset. In the random shuffle of data pre-processing shuffles the data to prevent 

the overfitting of the classification process. Using random shuffling prevents the model’s 
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overfitting and increases the performance accuracy. In this step, samples are randomly mixed, 

and the label position changes according to the class of each instance regularly. 

      The train test split method is used for the data pre-processing for splitting the dataset to 

perform an unbiased model and identify problems of overfitting or underfitting. Splitting data 

using a train-test-split function from machine learning library Sklearn of model selection 

package. This approach minimizes the model’s biases in the evaluation and validation process. 

Once the data set is split into the training and testing set, it is applied to the deep learning 

model, and then the hybrid model with the xgboost model is utilised in the following diagram. 

 

4.3 Implementation, Evaluation, and Results of  CNN Model with XG-Boost 

Algorithm 

 
4.3.1 Implementation 

Choosing the optimization algorithm: there are five types of algorithms momentum, 

Nesterov momentum, Adagrad, RMSProp, and Adam are used to increase the speed of the 

convergence in terms of history from last weight updates. The Adam optimizer is used as a 

default choice in this research work. Using Adam optimizer increased the convergence speed 

and automatically adapted the effective learning rate. 

xgboost model parameters and class weights selection is as follows. Scale-pos-weight is used 

for the imbalance classes and helps fast convergence. In the high imbalance classes value 

greater than zero should be used. The booster parameter is used to run the model at each 

iteration. There are two types of model: one is based on the tree model, and the second is based 

on a linear model.  Verbosity mode is when silent is set to 0 activated and 1. It means no 

messages are printed. Validate-parameter is used to perform the validation process of the input 

parameter for checking parameter is used or not. it is used for parallel processing to run the 

boost number of parallel threads.  

Machine learning-based Boosting algorithm and Class weight balancing approach 

Boosting is a method used in machine learning-based models to reduce training error in 

predictive analysis by building a solid classifier from the number of weak classifiers. 

Facilitating process is also represented as a sequential ensemble.  Enabling technique corrects 

the training error made by the previous model by adding some weights to the model. 

Extreme gradient boosting algorithm: Extreme gradient boosting builds upon the supervised 

machine learning decision tree-based ensemble algorithm, and it is performed for both problem 

classification and regression. XG-Boost (Extreme Gradient Boosting) is an open-source 

machine learning library that improves model performance and speed. Extreme gradient 

boosting is a promoting method in ensemble machine learning. The critical feature for extreme 

gradient boosting is weight quantities. Using weight quantities, get the best node split. This 

boosting method splits data into a smaller dataset for the process of parallelization. After that, 

it Optimizes the gradient boosting machine by parallelizing, pruning the tree, utilizing missing 

values, and avoiding overfitting. Thus, extreme gradient boosting built a decision tree for 

automatically selecting features and improving the algorithm’s efficiency (Chen and He, n.d.). 

Class weight balancing method: The machine learning and deep learning algorithm-based 

models are not very useful with the imbalance dataset. If training a model with the imbalance 

dataset, it is biased toward the majority class, thus using overcome this type of issue using 

different approaches such as oversampling and under-sampling, and class weight methods. The 

class weight approach gives equal importance to all the data courses.In the machine learning 

models, the model weights are designed to be set by a 1:1 ratio, which means equal importance 

for both model classes. This weight of the model can also be redefined and applied to the model 

weights. These weights are re-assigned to the model by the following math equation. 

Updated weights = Total number / (Number of classes * Total number of samples in class (i)) 
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Based on this fundamental, the biasness of the model is reduced for the imbalanced 

classification dataset (Fernando and Tsokos, 2021). 

 

4.3.2 Evaluation and Results 
 

The proposed model was implemented as the procedure discussed above chapter on design and 

implementation. I considered four cases in which the models were trained and implemented to 

detect fraud consumers based on their power pattern information for this research work. 

 

 

Figure 5: Case study considered in this research work 

Case 1-Daily power consumption data utilized for training with 70% of the total 

dataset: 

The smart meter in the power grid system can collect power consumption information at regular 

intervals based on the utility companies’ terms and conditions. In this research work, the dataset 

utilized has information on the daily power used by the consumers. This research aims to 

identify the daily power consumption pattern and differentiate between honest and fraudulent 

consumers based on their power consumption. The proper data time interval is managed and 

manipulated in the research work dataset for the feature extraction. So based on this 

information, the dataset is split with a 70:30 training ratio. A 70% training with two types of 

consumers (honest and fraud). In this scenario, around 96% classification accuracy is achieved 

in the research work. 

 
Figure 6: Classification report for Daily power consumption data utilized for training with 70% of the total 

dataset 

 

Case 2-Daily power consumption data utilized for training with 80% of the total 

dataset: 

In the second case, different fluctuations daily for power consumption and differentiate 

between honest and fraud consumers based on the time interval of power consumption. So 
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based on this information, the daily power consumption is calculated using an 80:20 training 

ratio. An 80% training ratio for daily power consumption is around 96%. 

 

Figure 7: Classification report for Daily power consumption data utilized for training with 80% of the total dataset 

Case 3-Monthly power consumption data utilized for training with 70% of the total 

dataset: 

In the third case, the electricity consumption over the month (30-day average) and the result 

between the fraudulent and honest consumers based on the 30-day power consumption using a 

training ratio of 70:30. The entire monthly power consumption data gets the exact data for 

some days. So, using this information, the model accuracy of 74% for monthly power 

consumption.  

 

 

Figure 8: Classification report for Monthly power consumption data utilized for training with 70% of the total dataset 

Case 4- Monthly power consumption data utilized for training with 80% of the total 

dataset: 

In the fourth case, the monthly power consumption of the consumer’s data sample and the 

difference between honest and fraud consumers are based on the time interval of power 

consumption. However, for some consumers, the fraud consumer power consumption pattern 

is similar to the honest consumer, so to reduce this, monthly power is selected to train the 

model. In this case, the 80:20 training ratio for monthly power consumption obtained an 

accuracy of around 74%.  

 

 

Figure 9: Classification report for Monthly power consumption data utilized for training with 80% of the total dataset 

 

4.4. Implementation, Evaluation, and Results of Random Forest 

4.4.1 Implementation: 
The random forest technique is a powerful classifier made up of a number of weak classifiers. 

Each sub-training data set creates a decision tree, and the sub-training data set is constructed 
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using bootstrap and put back sampling. Following that, the decision trees, which are 

independent of one another, are trained using distinctive parameters that are randomly chosen. 

Finally, votes are cast on the output of various decision tree classifiers to determine the final 

outcome. In the implementation of the Random Forest Model, the training set and test set are 

separated from the effective data set that was obtained through data preprocessing. The random 

forest algorithm's decision trees are trained using the training data, and its parameters are 

adjusted to increase classification accuracy using the test set. Following the extraction of the 

distinctive parameters, decision trees are constructed using the training set. Additionally, these 

decision trees are used to construct the random forest, and each decision tree classifier casts a 

vote to determine the classification outcome. Lastly, use the trained model to determine 

whether there is behavior indicative of electricity theft under the known assessment index. The 

dataset here is imbalanced, since we need the dataset with balanced classes we use SMOTE to 

get the data ready for the Random Forest Classifier. On unbalanced datasets, classifiers do not 

perform upto standards due to presence of bias. The majority class or classes are ultimately 

appropriately classified at the expense of the minority class. Synthetic minority oversampling 

is one method for dealing with unbalanced datasets (SMOTE). By building synthetic examples 

from combinations of the nearby minority cases, this program creates new sample data. 

 

4.4.2 Evaluation and Results 

 
For the purposes of this research, the random forest technique was applied to 2 situations in 

which models were developed and used to identify consumers who were fraudsters using data 

from their power patterns. 

 

Case 1- Daily Power Consumption Data: The dataset used in this study contains data on how 

much power consumers use on a daily basis. This study attempts to determine the daily pattern 

of power use and distinguish between honest and fraud consumers based on their power 

consumption. In the study work dataset, the appropriate data time interval is maintained and 

adjusted for feature extraction. As a result, the dataset is divided with a training ratio of 70:30 

using this information. 70% training with two different consumer types (honest and fraud). In 

this situation, the research study has a 91% accuracy rate. 

 

 

Figure 10: Classification report for Daily Power Consumption Data (Random Forest) 

 

Case 2-Monthly Power Consumption Data: In this case instance, a training ratio of 70:30 

was used to compare the results between fraud and honest consumers based on the electricity 

use over the course of a month’s 30-day average. The exact data is obtained for a few days for 
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the complete monthly power consumption data. So, based on this data, the model's monthly 

power consumption accuracy is 91.354%. 

 

 

Figure 11: Classification report for Monthly Power Consumption Data (Random Forest) 

 

4.5 Implementation, Evaluation, and Results of K mean 

4.5.1 Implementation 
The iterative K-means method attempts to divide the dataset into K unique, non-overlapping 

subgroups (clusters), each of which contains only one group to which each data point belongs. 

While keeping the clusters as distinct (far) apart as possible, it aims to make the intra-cluster 

data points as comparable as possible. By assembling them in groups, the bunching is done to 

select the type of consumer that is better qualified in their force use design. Since K-means is 

employed in exploratory data mining, it is necessary to review the clustering outcomes to 

ascertain whether clusters make sense. If some of the clusters are too small or too broad, the 

value of k may need to be increased. K denotes a user-specified parameter in the 

straightforward K-Mean clustering technique. Here, the "k" number of various clusters must 

be specified beforehand. For the K-Mean clustering procedure, the initial centroids should be 

carefully chosen. Every time a run is performed, a different result will be obtained due to the 

initial centroids being chosen at random. Due to this flaw, clusters differ from one another, and 

data items within clusters may differ between clusters. The arithmetic mean value can be 

significantly impacted by noisy data, making the simple K-Mean algorithm noise sensitive 

 

4.5.2 Evaluation, and Results 
Case 1-Daily Power Consumption Data:  

Based on daily energy consumption by consumers included in the dataset utilized for this 

investigation, consumers' everyday patterns of power use aim to identify honest and fraudulent 

consumers. The proper data time interval is upheld and modified for feature extraction.  K 

number of clusters is defined as 2 in which the data will be grouped. In this instance, accuracy 

is defined as 91.46%. The random_state parameter is set to 342. 
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Figure 12: Classification report for Daily Power Consumption Data (K-mean) 

 

Case 2- Monthly Power Consumption Data: 

Depending on the electricity use over the course of a month's 30-day average, outcomes betw

een fraud and honest consumers. For the whole monthly power usage data, the precise data is 

collected for a few days. The K value defined in the algorithm is defined as 2. The model's m

onthly power consumption accuracy is therefore 91.47% according to this data. 

 

 

Figure 13: Classification report for Monthly Power Consumption Data(k-Means) 

 

4.6 Implementation, Evaluation, and Results of Decision Tree: 

4.6.1 Implementation 

 
One of the supervised learning methods that is frequently employed is the decision tree because 

of its precision, simplicity, resistance to outliers and missing values, and capacity to map non-

linear relationships. We are motivated by these qualities to apply decision tree-based methods 

to find non-technical electricity losses. Each tree-like network has a root that represents the 

complete dataset, internal nodes that represent test conditions on attributes, and leaf nodes that 

represent class labels. Branches indicate the results of the tests conducted on the internal nodes. 

To optimize the information gained, which distinguishes between the impurity of the parent 

node and child nodes, the decision tree's training phase selects the best splitter among a range 

of feasible splitters. The decision tree for power theft behaviors identification was proposed 

based on improved SMOTE, taking into account the inadequacies of existing electricity theft 

detection methods and the unbalance of user data. The SMOTE approach can minimize the 

influence of detection accuracy brought on by unbalanced data. 

. 
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4.6 .2 Evaluation, and Result 
Case 1- Daily Power Consumption Data:  

 

In this model, a training set made up of 80% of the user data and a test set of 20% were create

d for the daily power consumption using SMOTE. The accuracy that was obtained was 57.78

% 
 

 

Figure 14: Classification report for Daily Power Consumption Data (Decision Tree) 

 

 

Case 2-Monthly Power Consumption Data:  

In the decision tree using SMOTE, a training ratio of 70:30 was employed to compare the out

comes between fraud and honest consumers based on the average electricity use over 30 days 

in a month. The model's monthly power consumption accuracy is therefore 68.29% according 

to this data. 

 

 

Figure 15: Classification report for Monthly Power Consumption Data (Decision Tree) 

 

5 Comparison of Developed models and Discussion 

The dataset for this research is collected from the state grid corporation China. The dataset 

providers’ fraud consumers ladle the dataset with ‘0’ and honest consumers with ‘1’. In the 

case study, the monthly dataset shows very low accuracy of the models compared to another 

case study. In the case study, the daily conditions are taken with two different scenarios with 

two other cases, 70% training, and 80% training accuracy. 

Focus on the daily power consumption dataset for the XGBoost case study in which the model 

is trained with 80% slightly higher training accuracy than the 70% training accuracy models. 

The training data has more data, so there are very high chances for misclassification, which 

indicates that the model is overfitting and unable to predict an accurate fraud consumer. So, for 

that reason, in this research work, is considered an essential solution to the problem in the 

Boosting Algorithm Case. In Random Forest, daily power consumption, which is 91.40% more 
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accurate than monthly power consumption with a 70% training dataset, produces better results. 

When using K-Mean Clustering, accuracy is approximately 91.47% for both daily and monthly 

data consumption. In every model that has been tested, CNN with XGBoost performs better 

than the other tested models. 

 

 

Table 1 Performance of the various case model 

 Power 
Consumptio

n 

Target  Precis

ion 
Recall F1-

Score 
Accuracy Miss  

Classification 
rate 

 Case-1 Fraud 1.00 0.96 0.98 96.00% 4.07 

 Honest 0.70 0.97 0.83 

Boosting 

Algorithm 

Case-2 Fraud 1.00 0.97 0.99 96.00% 4.42 

 Honest 0.78 0.99 0.87 

 Case-3 Fraud 0.96 0.75 0.84 74.00% 25.8232 
  Honest 0.21 0.70 0.32 

 Case-4 Fraud 0.96 0.74 0.84 74.00% 26.241 

  Honest 0.20 0.69 0.31 

Random 

Forest 

Case-1 Fraud  0.92 

0.62 

1.0 

0.08 

0.95 

0.14 

91.40% 2.57 

Honest 

 Case-2 Fraud 0.92 

0.62 

1.00 

0.07 

0.95 91.35% 8.64 

Honest 

K-mean 

Clustering 

Case-1 Fraud 0.91 

0.00 

1.00 

0.00 

0.96 

0.00 

91.46% 8.53 

Honest 

 Case-2 Fraud 0.91 

1.00 

1.00 

0.00 

0.96 

0.00 

91.47% 8.52 

Honest 

Decision 

Tree 

Case-1 Fraud 0.94 

0.12 

0.57 

0.62 

0.71 

0.21 

57.89% 42.10 

Honest 

 Case-2 Fraud 0.94 

0.15 

0.70 

0.56 

0.89 

0.24 

68.29% 31.70 

Honest 

 

 

6 Conclusion and Future Work 
This research work proposed a hybrid approach to identify the fraud consumers from the bunch 

of the honest consumers based on their power consumption information which is collected from 

the smart meter. This smart meter energy dataset for this research work was collected from the 

state grid corporation China. This dataset contains information on the power consumption of 

around 42,000 consumers. All this information is passed and processed for the data analysis 

and exploration of the problem in detail. This research proposed a deep and broad CNN model 

hybridized for the imbalanced classification with the xgboost algorithm with the updated class 

weight for better information extraction. The multiple cases are examined to select the best 

tuned and optimized dataset for the final model training and testing. From these cases 

discussed, daily power consumption is chosen with the 70:30 training and testing model ratio. 

So far, this model can identify fraud consumers with a misclassification rate of 4.073% and 

catch 1077 fraud consumers from a total of 1109 consumers in the testing dataset. Compared 

to the monthly power consumption with a 70% training dataset, the daily power consumption 
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in Random Forest produces accuracy that is 91.40% higher. In K-Mean Clustering, accuracy 

ranges from 91.47% for daily data consumption to 91.47% for monthly data consumption. 

Decision trees' accuracy varies depending on the amount of data is used for modelling from 

59.78% for daily data consumption to 62.60% for monthly data consumption. In the end, it was 

discovered that CNN with XGBoost performed considerably better than all other models tested. 

 

Future Work: This problem is one of the significant issues in the modern world where 

cryptocurrency is rising, and more people are into crypto mining, most of which is a big issue 

of using illegal energy to run their system. This research only considered the impact on the 

power consumption, but still, more features also impact identifying the fraud consumers. Such 

as their location and type of consumers, which are not maintained in the dataset (industrial, 

agriculture, domestic, and others), have different power consumption patterns. If all that 

information is available, fraud consumers have a high chance of better prediction accuracy. 

However, this project can identify the fraud consumer based on their power consumption 

pattern. Based on this information, the utility companies can conduct the raid to analyze 

whether the prediction model works well. But based on this model, identifying the fraud 

consumer is a huge accusation to the consumers. It can also backfire on utility companies and 

the government, so fraud detection is required based on the number of iterations to develop 

this. 
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