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1 Introduction

The configuration manual includes everything needed to replicate the study’s findings on
a particular environment. A snapshot of the code for data import and pre-processing,
exploratory data analysis, all built models, and evaluation is included, along with the
necessary tools and hardware.

The report is structured as follows: Information regarding the configuration of the
environment is provided in Section 2. Information about data gathering is detailed in
Section 3. Data pre-processing and exploratory data analysis are included in Section 4.
Information on data splitting for the training and testing phases is provided in Section
5. Details on each model created, along with results and visualizations, are provided in
Section 6.

2 Environment

Details about the software and hardware needed to put the research into practice are
provided in this section.

2.1 Hardware Requirements

The necessary hardware and software specifications are provided in Figure 1 and Figure 2.
Apple M1 chip with 8 GB installed unified RAMmemory, 512 GB SSD, and 4 performance
and 4 efficiency cores.

Figure 1: System Hardware Overview
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Figure 2: System Software Overview

2.2 Software Requirements

• Python (Version 3.7.13)

• Google Colab : Google Colab, a robust framework for learning and rapidly building
machine learning models in Python, is used to carry out the project. Based on
Jupyter Notebook, it facilitates team development. Colab is particularly well suited
to machine learning, data analysis, and education. It enables anyone to create and
execute arbitrary Python script through the browser.

3 Data Collection

The dataset is taken from UCI machine learning repository, which is available on link
https://archive.ics.uci.edu/ml/datasets/wine+quality. The dataset includes red
and white variants of Portuguese ”Vinho Verde” wine. The dataset contains 6497 samples
of red and white wine. These datasets can be used to perform regression or classification
tasks. The dataset consists one dependent variable quality based on sensory data and 11
independent variables based on physicochemical testing.

4 Data Exportation

4.1 Importing Libraries

Initially, a few of the common libraries required to build a model for predicting wine
quality are installed. Figure 3 shows some of the standard libraries, including NumPy,
matplotlib, pandas, and seaborn. The latest versions of these libraries are installed.
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Figure 3: Required Python Libraries

4.2 Importing and Reading Dataset

The dataset file is available in CSV format. The code to import and read the dataset is
included in Figure 4.

Figure 4: Importing and Reading Dataset

The code to check the data head and data shape is included in Figure 5

Figure 5: Checking Data Head and Shape

4.3 Exploratory Data Analysis

The code for generating the count plot for our dependent variable, quality, is shown in
Figure 6
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Figure 6: Count Plot of Dependent Variable

4.4 Data Pre-Processing & Transformation

Code for checking the null values is shown in Figure 7

Figure 7: Checking Null Values

As seen in Figure 8, all null values were replaced with mean values.
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Figure 8: Replacing Null Values

The Figure 9 represents the code to check and remove the outliers present in the data
if any.

Figure 9: Outliers Check and Removal

Synthetic Minority Oversampling Technique (SMOTE) is applied to balance the data
as the data was imbalanced. The quality check is performed in which if wine quality is
greater than 6 out of 10 then it’s good quality wine if it is less than 6 then is bad quality
wine as shown in Figure 10. After quality check we get to know the data is imbalanced in
terms of quality. There were 4113 wine samples fall under good quality and 2384 sample
fall under bad quality wine as illustrated in Figure 11. After applying SMOTE good and
bad quality samples were equalised as can be seen in Figure 12.

Figure 10: Creating Classification Version of Target Variable

Figure 11: Before Applying SMOTE
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Figure 12: After Applying SMOTE

5 Data Preparation

5.1 Data Splitting

Figure 13 provides the code for splitting the data into training and testing phase in the
ratio of 70:30.

Figure 13: Splitting Dataset in Train and Test

6 Model Implementation and Evaluation

Evaluation of confusion matrix and classification report is shown in Figure 14

Figure 14: Function for Model Evaluation
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6.1 Decision Tree Implementation

Evaluation of decision tree with classification report and confusion matrix is shown in
Figure 15.

Figure 15: Decision Tree Implementation

6.2 Random Forest Implementation

Evaluation of random forest with classification report and confusion matrix is shown in
Figure 16.
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Figure 16: Random Forest Implementation
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6.3 XGBoost Implementation

Evaluation of XGBoost with classification report and confusion matrix is shown in Fig-
ure 17.

Figure 17: XGBoost Implementation
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6.4 Hybrid Model

To build the hybrid model, five instances of Decision Tree, Random Forest, and XGBoost
are created and the best result from each of the 15 instances is chosen as the final output,
as illustrated in Figure 18.

Figure 18: Defining Hybrid Model

10



Evaluation of hybrid model with classification report and confusion matrix is shown
in Figure 19.

Figure 19: Hybrid Model Implementation
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