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1 Introduction

The purpose of the configuration manual is to explain how to implement the scripts for
the research topic. The configuration manual also contains the hardware configuration of
the machine on which the scripts are run. By following the procedure of the configuration
manual will help to run the scripts for the project’s outcome.

2 System Specification

• Device Name: LAPTOP-795QIV6D

• Processor: AMD Ryzen 5 5600H with Radeon Graphics 3.30 GHz

• Installed ram: 8.00 GB (7.35 GB usable)

• System Type: 64-bit operating system, x64-based processor

Figure 1: Device Specification

3 Software Requirement

3.1 Google Colab

The scripts for this research project are written using python on google colab. So the
initial step in order to execute the scripts of this research project is to sign up for a Gmail
account as no execution can be performed without sign-in in Gmail. Colab is a free web
IDE from Google Research that is widely used for machine learning and deep learning
projects.

1



Figure 2: Google Colab

3.2 Data Source

This research project uses two datasets Amazon and Hotel booking which are available
online. The available Amazon data is a subset of a larger data which was divided on the
basis of categories of products available on amazon. The hotel dataset was developed by
researchers for research purposes and provided proper citations to use their data. (Ott
et al.; 2011) and (Ott et al.; 2013)

4 Project development

The script for this project can be executed from the google drive and most of the libraries
used for this project are already installed on google colab. If in case the library is missing
it can be install using the pip command. The way the command is used in google colab
is as follows:
Command for colab: !pip install transformers

4.1 Import Libraries

The libraries that are used in this project for the implementation of the scripts are shown
below. Import the required libraries to successfully execute the program. There are
various libraries used in this project for data handling, visualization, machine learning
algorithms, deep learning algorithms etc. Some of the libraries in the project are:

• Matplotlib

• Sklearn

• Numpy

• Pandas
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Figure 3: Libraries Used

The drive should be mounted in order to access the data for the implementation of
the project. The script to mount the drive is shown below.

Figure 4: Mount the drive

After the drive is mounted on the google colab, next step is to load the data. The
script to load the data is shown below,
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Figure 5: Loading the data

After the data is loaded data is then cleaned and preprocessed. The data is cleaned by
removing hyperlinks, punctuations, whitespace, hashtags, tokenization, removing stop-
words, converting to lower case.

Figure 6: Data Cleaning process

Figure 7: Data Cleaning Process

4



Figure 8: Data Cleaning Process

After executing the scripts for data cleaning and preprocessing the output shows the
transformation.

Figure 9: Cleaning Output

The polarity count of hotel dataset shows 800 truthful and 800 deceptive reviews.

Figure 10: Polarity

After the data cleaning process the data was split into test and train data set after
importing test train split in the ration of 70:30.
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Figure 11: Test and Train Split

4.2 Model Building

After the data is cleaned the implementation of machine learning algorithms is carried
by using Countvectorizor and TF-IDF to convert the text into numerical data. The code
for implementation is given below.

Figure 12: Machine Learning Algorithms(CountVectorizor)
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Figure 13: Machine Learning Algorithms(CountVectorizor)
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Figure 14: Machine Learning Algorithms(TF-IDF)

The following code is used to plot the machine learning algorithms in the form of bar
chart for comparison.

Figure 15: Machine Learning Algorithms(TF-IDF)

After implementing the machine learning algorithm, lstm, gru were implemented.
import the important libraries that will be required to implement the code. The libraries
that are used are:
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Figure 16: Libraries Required

After importing the libraries, the algorithm is implemented, the code for implement-
ation are given below,

The code for implementing BiLSTM is given below,

Figure 17: BiLSTM Implementation

The code for the implementation of LSTM is shown below,

Figure 18: LSTM Implementation

The code for the implementation of BiLSTM with 2 layer is shown below,
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Figure 19: BiLSTM Implementation with 2 layer

The code implementing LSTM with attention layer is shown below,

Figure 20: LSTM with attention layer

After this GRU has been implemented. The difference between GRU and LSTM is
that GRU has only two gates that are reset and update while the LSTM has three gates
input, output and forget which makes it more complex than GRU. Because if this GRU
uses less parameters and executes faster than LSTM.The code for implementation is given
below,

The code for bi-directional GRU with 2 layer is shown below,

Figure 21: Bi-directional GRU 2 layer

The code for GRU single layer is shown below,
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Figure 22: GRU 1 layer

After the complete execution of the code the output results shows that the accuracy
increased on the merged dataset in comparison to the single dataset. SVM with TFIDF
performed better with 95.39% accuracy.

Figure 23: SVM Results with TF-IDF

5 Other Software Used

Other than the software discussed above, the tool Overleaf was used to prepare the
configuration manual.

Figure 24: Overleaf
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