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Predicting the Ranking of Web Page on SERP by
Applying Machine Learning Techniques

Shubham Garg
x19205295

Abstract

Analyzing the rank of web pages related to the query is always been a problem
and many organization work for it to improve the ranking in search engine result
page. It depends on more than 200’s of factors but no one can justify its original
algorithm through which it can be enhanced quickly with correct input. It changes
regularly based on the meta data behind the web page but also it depends upon
the no. of visitors on web page, total no. of time they spend on it etc. this
project aim to predict the ranking on the basis of meta data , title and snippet of
web page. The proposed architecture is Recurrent Neural Network(RNN) by using
the Long Short Term Memory(LSTM). and after applying the proposed model it
achieve the accuracy of 64%. with the loss of 0.93. Their are several other models
have been compiled but no can get the accuracy of more than 64%. The model has
been compared in the reference of Dense Layer and weights. The batch sizes and
Epochs have been changed to achieve more accuracy. Along with this the EDA is
also performed where it shows that how the ranking of web page impact on traffic
visiting the websites.

1 Introduction

As the world is moving forward towards digitalization, the search engine is the most
common thing in a day-to-day life of every person on the earth. For being more reliable
and feasible many engineers are working and have gained so much efficiency that a user
can find his related work on the search engine result page. Earlier we have to recall the Ip
address linked to the website bust is difficult to remember every so the domain name was
started as the name are easy to recall and remember every website has their unique web
address and name as well. But in the increasing of the data remembering of the website
name is difficult and impossible to find the new websites so the search engine introduced
in year 1990 and month September named Archie. It went well with search quires as it
gives mix of several things related to the query such as images, web links, videos, etc.
it gives the real time information that mean it is not maintained by the human efforts
on the other hand it maintains and update the data on the basis pre saved algorithms
which works with the crawler and update the search engine result page accordingly.Drivas
et al.| (2017) But there are some drawbacks that which web link shows first based on the
searches because most upfront web link will be opened more as compared to second and
so on so page ranking and authentication is necessary so the web-crawling and indexing
is necessary.



Sagot et al.| (2014) The indexing is necessary which gives the ranking to the page depends
on many factors such as title of the website, Hypertext markup language (HTML) name
assigned to the web pages and their tags, the meta data of the web page, hash tags behind
the title of the pages and the content. Every web developer and content manager keep
this in the mind to give related and correct information about that web page content so
that the user get the desired landing page.Khorsheed et al. (2015) After providing the
information the crawler works starts, the most common crawler is spider, the crawler will
scrap the data from the web pages provided by the owner of the website the it may or may
not retrieve all the data based on the type of the website as it is not trusty website or a
new website it may be possible to fetch only partial data because there may be chance of
scams although it is a free service so many people try phishing on the user data and can
get their personal details. So, the crawler work is to authenticate the websites and on the
basis of that data it provides the ranking and indexing to a particular website based on the
field related query. Every people and company creating their own websites and there are
several tools on online where we can create new websites according to our requirements
easily and the basic websites are available instantly there is no need of coding background
and are very cheap although finding the domain has become easier now a days through
which you can create and publish your websites in a few hours. But the user who is
browsing his related query and desired websites are hard to find, so GOOGLE which the
biggest search engine is using by everybody in the world performing many algorithms
behind the screen and making easier for us to search. They have also introduced filters
in the general searches so that only related to that field will be shown for instance if 1
want to search for images so, I can select the searches, or want to book a flight will direct
me to only flight pages similarly for shopping it only shows me the websites related to
shopping only etc. keeping this in the mind we have the data of search engine result page
which is filtered by only related to flights and every first Ten ranked pages are scraped
for the flights to different destinations like Hong Kong, Bangkok, London, Singapore etc.
It is an open-source data which available in Kaggle it is also an open-source directory
of datasets where we can find the different types of datasets as per our requirements.
The dataset consists of 4000 rows of 400 different destination search queries and collected
every month for a period of two years which makes it the dataset of 48000 rows. The
goal of our project is to determine that what are the basic fundamentals of the website
which makes the ranking and indexing on the result page of the search engine. And what
are their impact with combined and individually on the indexing of the website.

we have first analyse the dataset and getting the inference from it to perform the electronic
design automation and following this we have applied the Long Short-Term Memory
(LSTM) which is an architecture of RNN (Recurrent Neural Network). In this model we
have performed several tasks in which we have changed the number of dense layer and
their sizes to get the best result out of them.

1.1 Research Question

To predict the web page ranking based on the textual data and To analyze that how the
traffic is high on the top ranked web-pages as compared to the lower ranked web-pages.



Table 1: Research Pattern

Objective Description

The reviews existing researches
Methodology (EDA and Pre processing)
Implementation

Evaluation of models and results
summarizing the results and future wok
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2 Related Work

In this part of the paper, it will give the reviews of the paper used for analysing and
predicting the rank of webpages by different researchers. Apart from this this part will
also tell about the implementation and methodologies can be improvised.

Salminen et al.| (2019)Researched on prediction of ranking on the gift industry webpages
on the factor of search engine optimization. They have used two machine learning al-
gorithms that are XGBoost and Light BGM to predict the ranking. They performed
on the ecommerce website data so they have the data of keywords integrated with the
webpages. They work on the Learning to rank algorithm where they try to predict the
nearly absolute rank based on the NDGC score. As long as the NDGC score is high for
as particular keyword will be most likely to get the highest rank but the limitation of this
research is that it is biased towards one company although it is in the Finnish language
so they have to convert it into English language which may impact on loss of data. An-
other limitation is that the factors are very limited and in real world search engine where
many companies are in the queue of competition have many other factors like no. of
views, meta data of the webpage etc. But the good part is they have analysed the given
dataset thoroughly and pick out the most valuable keywords which is useful for single
organization in itself. Zhang and Dimitroff| (2005)researched on the metadata and title
effectiveness by applying the hypotheses. They have applied three different techniques
of statistics which are one way ANNOVA, independent sample T-test and two way AN-
NOVA. Through these tests they worked on H1 text, H2 text, H3 text, H4 text. These
H are the headings in the webpage as the number increases the heading decreases and
becomes the sub section of larger H. they have performed the experiments on 46 different
webpages. Their researchers monitor and recode the data weekly on 19 different search
engines. They performed it till 21 weeks. And by performing their methods they get the
result that elements of metadata give the better ranking and performance compared to
who don’t have metadata. Arora and Bhalla/ (2014)In addition to which we have applied
the neural networks on meta data, snippet and on title as well.Sen| (2005))researched and
provide the same result for the metadata. But he also proposed the theory that most of
the organization used the paid listing on the search engine rather than working on the
optimization on the search engine by the method of search engine marketing.

Evans (2007)researched on the optimization of the webpages they have taken 50 optim-
ized web pages and 50 non optimized for the purpose of comparison. Their purpose of
working is to provide the enhancement of the new or old website or an e-commerce organ-
ization to get the wide area of networking and increasing the visitors. In their research
they said that over 200 factors which decide the ranking on the google search engine
result page. The issues they were faced that combining and analysing all the factors of
ignored query and query independent is not possible on the resources available currently
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Figure 1: |Khorsheed et al.| (]2()15[) proposed model

but in the future, it may be possible to do the learning of ranking on these factors. But
\Cunningham| (1998))they conclude that score of page rank, links in links, listing in differ-
ent directories and the last is how old is the domain of the website.similarly
(2011)) researched on the data collected from different 116 websites which were done by the
tool of third party. They focused on optimization of structure, link, content, keywords.
In result they shows that smaller the size of webpage, precise and less title characters
and 2 to 8% density of keywords gives the best result in getting the good ranking of a
Webpage. A method for implementing a quality-based Web crawler is presen-
ted in this thesis. The most effective methods for determining the quality of Web sites
have been recognized as ml algorithms. Based on human assessments, a quality model is
created and implemented into a meta web browser. Search engine were created on java
and from the directories of internet quality web pages were retrieved and then compared
with web pages randomly. The WebTango gives the features more than 150 and tried to
get the corelation in the websites which is highly rated. But it is limited because of the
assumption of theory on which the research was working.

\Chauhan et al.| (2015)]This study contains an extensive literature review on machine
learning-based html pages ranking algorithms. The architecture of the web was mostly
exposed via page ranking. Automation also aids us in comprehending the more soph-
isticated aspects of page setting objectives in prominent search engines such as Google,
Yahoo, AltaVista, dog pile, and others. This author used Random walk where the web
crawler moves from one node to another neighbour node randomly. It helps to find the
relevant page for the query because the neighbouring nodes are only related to the query
searched. They also performed clustering where they define that a particular search shows
the all aspects of the results which every possible. If we search flight in the query it not
only show the flights booking but also the flight mode in mobile phone as well as the
pictures of flights etc. the algorithms were used by them are HITS, DIRECTHIT in these
HITS give the best related query result where as DIRECTHIT works on the click on the
web pages. In conclusion they said that if the page is linked by any medium to the high
ranking page then the probability of their good ranking are high.Lee et al.| (2016))a case
study to examine the SEO tactics used on LG Science Land material, and discovered
the following variables to be important: a streamlined Http structure, an administrative
redirect in the event of a webpage deletion, a Xhtml sitemap to aid web search indexing,
informative titles as well as meta-tags, normative URLs, and the disposal of outdated hy-
perlinks and material. Khekare and Verma) (2020) The Internet of Everything (IoE) makes




it possible to link everything to the web. This article proposes a one-of-a-kind technique
for identifying critical keys. Speech instructions can rapidly and efficiently obtain needed
data from such keys. The entire procedure is updated and k-means clustering is applied.
The data is obtained by the voice command utilizing nlp. The suggested system has pro-
duced superior results, and the process of finding has grown easier and more efficient as
a consequence of simulation findings. The have used the similar steps as of this research
used which is tokenization, removal of stop words, TF-idf vectorizer and then applying
the method of clustering and T-SNE. To find the distance between two node they have
used the formula tahts is DunnIndex = minimum(inter cluster distance) / maximum (in-
tra cluster distance). The researchers have provided very efficient and better solution
but it only find the keywords for providing the organisation to enhance the rank of the
web page. [Kumar et al.| (2016]) proposed the strategies used to improve the ranking of a
web page might be characterized as web spam. Content spam, link spam, and cloaking
spam are the three most common forms. They offer a classifier called the Dual-Margin
Multi-Class Hypersphere Support Vector Machine (DMMH- SVM). They also developed
new cloaking-based spam features that aid our classification algorithm in achieving high
accuracy and recall rates, lowering false positive rates. DMMH-SVM surpasses current
algorithms with unique cloaking properties, according to the results of this study.Eirinaki
et al.| (2005) Non - cyclic path and valued allocated to any html pages path prediction is
done after the forecast of html pages rating grid is contrasted with the frequency using a
Markov model for trying to match the outcome.Singh and Guptal (2013)The Internet of
Everything (IoE) makes it possible to link everything to the web. This article proposes
a one-of-a-kind technique for identifying critical keys. Speech instructions can rapidly
and efficiently obtain needed data from such keys. The entire procedure is updated and
k-means clustering is applied. The data is obtained by the voice activation utilizing nlp.
The suggested system has produced superior results, as well as the process of finding has
grown easier and more efficient as a consequence of simulation findings.

Hu et al.| (2018) proposed the Reinforcement learning methodology to predict the rank
in the search engine used by the organisation of e-commerce. They first performed the
SSMDP (search session Markov decision process) to know the prroblem in multi steps of
the process of ranking. and then they try to prove theoretically of maximizing the re-
wards accumulative. and in the end gradient algorithm is proposed. in their result they
shows that the accuracy achieved by their proposed systems are much better than the
LTR methods which is more likely to be 40% in the amount of transaction of siulation
and 30% in the real world applications. For the future work they said that the challange
will be more likely to be dynamic environment.

The previous researches have done either on the single organisation or the weight-age of
keywords by applying the reinforcement learning and XGboost model respectively. so
this paper proposed a methodology that will predict the ranking on the basis of keywords
in the meta data , title and snippet. By applying the deep learning methods that is Re-
current Neural Network by adding layers of LSTM , dense layer, embedded layer, Spatial
Dropout1D. so this research will take one step forward towards the prediction of ranking
based on the textual data stored in back-end code of the web page.



3 Methodology

To perform this task and to achieve our goal we have performed several steps these steps
are the parts of the methodology Knowledge Discovery (KDD). Apart from this there is
another method which is also performed by many researchers is Cross Industry Standard
Processes for Data Mining (CRISP-DM). But from these two distinct methodologies we
only perform KDD.

3.1 KDD

From the name itself we can understand that it is proceed with several steps which are
as follows:

3.1.1 Insights of business

In the very first step we will be looking for the output that what we will be getting from
this experiment and how it will be useful for future process and can ease the everyday
life as because our project is on search engine optimization so we will be concluding the
result that how are search engine provides ranking on the basis on meta data, title and
snippet of the website. Through this we will be seeing that by applying the model how
much accuracy we can get to improvising the rank of website as it may be overlapping the
goals also may be influencing to the firm or organization which should managed carefully.
To conclude it we can say that this process will highlight some main factors and features
have more impact on the result of the project.

3.1.2 Insights of data

Before getting insights, we must have the data, the data may be provided by the or-
ganization or may be mined through website as it is an individual project so, I have
downloaded the data from Kaggle. It is an open-source directory from where we can
download or upload the data also, we can upload our notebook in the reference of the
data. So, the we have chosen a dataset which have 43 columns and 4000 rows we also
have used another dataset which is all similar to this dataset but has 26 column and 4000
rows but also, we have this data which is scrapped twice in every month regularly for
a period of one year and four months start from 16th of December 2018 to 1st of April
2020.

In the first dataset we have 43 columns which are mostly strings, out of which it includes
title of websites, snippets, metadata, metadata with heading one, two and three, Url
of the website, url of he landing page to the website, ranking of the websites which is
changed based of the user interactions and how long they spend the time on the webpage
also it is our target variable, search time, total no. of results related to the search query,
load time for search engine result page, the size of scraped data, date and time of the
scraped data. As this data is taken once so the date and time is same that is 11th of
march 2020 at 17:56:16 on the other hand it is all same but many of the columns are not
included but we have the most important column which are title and snippet which will
be used for modelling process to evaluate the ranking apart from these we have much
positive point which have huge amount of data as compared to the previous one which is
24 times. This data will be helpful for analysing and performing the Exploratory Data
Analysis (EDA) which gives us the inference of the data that what and how the data is



flowing or in other words we can say that through the graph we can easily understood the
data and its reference to the rank. The EDA processing and result are described below:

3.1.3 EDA

In the process of EDA our very first step is to check what is the dataset in Figure [2 and
which type of data types dataset Figure [3al will give the information about it:
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Figure 3: dataset information

Now we check the null or NAN values in the dataset through heat map in Fig-
ure [3b] The missing values are only on those columns which are of no use to us so we
will be leaving them as they are because the page map and cache id will not be giving
any inference to the rank.

Now we will be moving forward towards the most visited websites based on the rank
basis in Figure 4al and the rank decreases as the traffic of visiting user is also decreases
although we have data to the rank 10 and the pages more than 10 are not listed so their
visitors have been combined and the result has shown above.
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Figure 4: Traffic percentage

In the next step we will see the most visited websites regardless the rank by the users

in Figure[db] After seeing the above graph we can say that regardless of page ranking the
skyscanner is the most visited website following with expedia , kayak , tripadvisior and so
on. We can see that only four website are visited most as compared to others. The main
reason behind this is they mostly shown with in top 3 ranked on result page of searche
engine on the other hand the other websites are visited by the rarely that the user may
be exploing the searche result of their query and also the snippets and title have been
changed and forced manually by processing some black hat technique , So
they may have shown in top 10 ranked pages and visited by the user but it wont last long
enough because of algorithm behind the google search engine detect it and push back
with a warning and if the websites continues performing the black hat technique it may
be banned by the google and wont be showing by the google search engine.
Moving further the average of concentration in titles and snippet by rank in Figure
and Figure |bb|respectively.On looking the graph we are can say that both of the titles and
snippets concentration are similar to each other but by looking closely the concentration
of snippets they are increasing as the rank increased that means more precise and less
concentrated keywords are more likely to achieve good rank.

After analyzing all the data in one dataset we now concatenate all the dataset of
one year and 4 months and look the result that which website has gained more views as
compared to others we have created it in two forms the first is all top 10 and other is top
4 in Figure [6a) and Figure [6b] respectively:

On analysing the above graph we can easily say that the only top 4 have gained much
visitors as compared to other and out of which only sky scanner is on the top of it and
has maintained its position regardless the year month and rank on the other hand the
others are fluctuating by the days and months on the basis of ranks in every month.

3.1.4 Pre Processing

After seeing the results of EDA we will be moved towards the pre-processing. The pre
processing is the process which is used to clean the data before process with the models
and predictions. Because we can’t process the raw data into the models we have have to
clean the impurities.
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So in the first step we either dropping the column which is not necessary or fetch out
the column into another data frame which will be needed to process the modeling. After
this we will also create a new data frame of prediction variable in the data frame name
‘rank_df” which consist only the column rank.

After this,the next step is of cleaning the columns ‘title’ and ‘snippet’ as both will be
needed to evaluate and predict the rank and both are strings so it needs to be clean. We
then make a function ‘clean_text’. In this function we first convert all the letters to lower
case and then we will replace the all kinds of special characters with space , following
with removing the numbers and symbols like forward and backward slash. Thereafter
creating the function, it will be applied on the column ‘title’ and ’snippet’ by the use of
predefined function “apply” which help us to run the same code for all the rows in the
column this will save the space and time complexity otherwise we have to use for loop to
perform it on every rows.

After performing this,A new data frame created named ‘fu’ in which both the column
is concatenated with the space and stored in the ‘fu’ data frame on the column name
‘combined’ shown in figure 12 . After concatenation we then tokenize the words to process



in the model. and in resultant we get an array. of datatype object.

Thereafter processing all the steps we are now ready to make the store the data in variable
‘X" with predictable data and ‘Y’ with predicting data and then split it into train and
test on the ratio of 90 and 10 respectively in figure 17.

3.1.5 Modeling

Now the data is ready to feed into the model. The Recurrent Neural Network architecture
has been used where the LSTM model is applied (RNN and LSTM is described in design
specification). nor the modelling process first the model proceed with sequential after
that the embedding layer as been introduced, the model works with layers so we will
have to add the layers, then the Spatial Drououtld layer inserted below the embedding
layer. After that the LSTM layer is added with 100 nodes and on dropout with .2 in the
next step the dense layer is added it can be of any size but in the applied model it start
with 10 nodes. the dense layer can be increased with the increasing of the nodes but it
must be in the power of two like 2,4,8,16,32 etc. after processing this the model will be
compile with the accuracy metrics and loss. both of them will be analysed by changing
the weights.

After applying the model the accuracy will be calculated by the formula

accuracy = True positive/(True Positives + False Positives)

4 Design Specification

In the current era of technology, the neural network is gaining the growth in machine
learning and artificial intelligence. We have performed the Recurrent Neural Network in
our project. Our dataset is based on the classification and also in the form of string. So,
the Recurrent Neural Network is the best option to perform this task and to complete
this we need a classifier which we will be using Long Short-Term Memory (LSTM) in
figure Figure [7]

Before applying neural network there are some steps which we will be processing, In
the start we first introduced the data which is already in the .csv format and then pro-
ceed with the Exploratory Data Analysis where we get the insights of the data and try
to understand how we can perform with it. After processing with EDA we take out the
required column into another data-frame and also separating the target variable. Now
we have our final data-frame for predicting the variable but before that we have to clean
it as it has many impurities like Stop words ‘like is, am, are, on, of etc it will remove
them all and provides us the characteristic words’, special characters ‘like dollar, euro,
pound, hash, percentile, forward or backward slash’, numeric values. After cleaning this
we tokenize the data and it formed an array which is now ready for splitting in test and
train data. But before splitting the data it passes through sequential function and then
the data split in 90:10 ratio where 90% will go for training and 10 will go for testing.
Now we feed the data into model.

In the process of modelling first the data passes through the function called sequential
where every layer has one output and input tensor. It if good for layers which is plain
stack. Now we add another layer name Embedding. The embedding helps in converting
the high dimensional to low dimensional vector. It makes easy to understand for mod-
elling further because it shows vector continuously of discrete variables. Or in simpler
form it converts the text into vectors which makes the data more understandable for the

10



Cell State to

Cell State from '
timestamp =1-1 timestamp =t + 1

Hidden state
output for
timestamp =t +1

Hidden state input
(from
timestamp = t-1)

\
|

Input Data;
Timestamp =t

Figure 7: LSTM

model. After performing this now another layer inserted named Spatial Dropout1D, as
the name says it works as 1d transition and dropout will drop it, now what it will do is, it
won’t drop the single elements instead of, it will drop whole feature maps of 1D. After this
the layer of Long Short-Term Memory is inserted. This layer tries to learn the dependent
variable for the target variable, it is used for predicting the sequence problem that’s why
it is used in the modelling. It also works very good in problems which are very complex
and especially in form of text etc. It is a part of Recurrent Neural Network architecture.
The major difference between the RNN and LSTM is that there is no cell state in RNN
where has LSTM has both cell and hidden states. And because of this cell state it named
long term memory altogether there is a loop which shows recursiveness. That means the
output of every cell is the input of next cell which allows more effectiveness and help in
the extraction of features in the text or input. It also increases the process of learning as
increasing the cell to an extent.

Now before compiling the model only one more layer is added which is dense layer Fig-
ure [l The dense layer is very common layer used in different applications of artificial
intelligence and machine learning. It is connected enormously connected to output layer
or to the next connecting layer. In this layer every single node connected to every node
of next layer.

Now in the end the compilation of model executed and retrieve the results.

5 Implementation

This section will described the implementation of the model Long Short Term Memory
of Recurrent Neural Network architecture. This models help to predict the classification

11
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Input layer Hidden layer Output layer

Figure 8: Dense Layer

of the rank on the search engine result page. Extraction of features has been identified
with the help of various transfer learning models such as embedding system, spatial
Droupout1D, Dense layers, LSTM layer in the RNN. The data in form of array which has
be tokenized by the tokenizer. The Lstm is feed with 100 nodes and droupout with 20%
with the same recurrent Dropout. it is followed with the Dense layer with the units of
10 and the function used is Softmax Activation. The model is been then compiled with
loss in categorical cross entropy, optimizer with adam and metrics with accuracy. after
performing these step we get the model summary which is shown in Figure [0 The epoch
is 50 and the batch size is 25 so after fitting the model and getting the history we retrieve
the result of accuracy is 0.4519 with the loss of 1.53. 10 epochs run with 130 times as
the batch size is 25. The value loss is 2.2871 and Value accuracy is 0.2194. It started
with the accuracy of 01485 and loss of 2.25 bus as increasing the epochs the accuracy is
increased initially for 3 run it gives the good growth of 0.7 but after that growth start
decreasing and giving the growth with 0.3 and as the epochs increasing the growth of
accuracy decreases and in the end is it approx 0.13 so it stop running as because of the
function Early Stopping have been applied with the value of patience 6.

5.1 Environmental Setup

To run this model and the RNN architecture we have used the system of 11th generation
with intel core i5 which has 24GB of RAM and 512 SSD hard disk. The Anaconda
software is used for launching the jupyter Notebook. the version of Python is 3.9. Keras
is used for modeling which imported by installing the Tenserflow and the version is 2.7
which is written in Python C++ and CUDA. The whole task is performed on single
language Python. The implementation of epoch in every model is 50 with the batch size

12



Model: "sequential”

Layer (type) Output Shape Param #
enbedding (Embedding)  (Nome, 250, 100) 5000000
spatial dropoutld (SpatialD (MNone, 258, 1880) 5}
ropoutlD)

Istm (LSTM) (None, 100) 30400
dense (Dense) (None, 1@) 1010

Total params: 5,081,410
Trainable params: 5,081,410
Mon-trainable params: ©

HNone

Figure 9: Compiled Model

of 25. The early stopping Patience is 6 with minimum delta is 0.0001 and the model will
me monitoring the value loss.

6 Evaluation

In this section of the paper the evolution of model has been described that how they have
been improvised. The findings of the model.

6.1 Case Study 1

This is the first case where we have applied our first model with the column of 'title’,’snippet’,'meta
data’ and them then combined them with concatenation. This concatenation formed an
array which will be used for tokenzing and provide us the array. Figure

Shape of data tensor: (4000, 250)

Figure 10: Shape of data tensor
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After this we provide the predicting values to a variable and provide the shape. Fig-
ure [IT]

Shape of label tensor: (4000, 10)

Figure 11: Shape of label tensor

Now we split the array in test and train with the 90% for tarining and 10% of testing
shown in Figure

(3600, 250) (3600, 10)
(400, 250) (400, 10)

Figure 12: Test and Train shape

Now first model assigned as sequential and after that embedded layer is added follow-
ing with Spatial Dropout1D layer prceeding with LSTM layer with 100 nodes and then
the dense layer is added with 10 units and then compiled all the layers. The result of
compilation shown in Figure

Model: "sequential_ 57

Layver ({(twpe) output Shape Param #
Tembedding 5 (Embedding)  (None. 25@, 1ee>  soeceee
spatial_dropoutld_ 5 ({Spatia (MNone, 25, 1) =]
1DropoutlD)

Istm_5 (LSTM) (Mone, 10a) sea00
dense_11 {({(Dense) {Mone, 1) 1e1e

Total params: 5,881,418
Trainable params: 5,811,416
rMon-trainable params: @

MNome

Figure 13: compiled model

Now everything is ready to fit the model. and after fitting the model with epoch size
50 and with the batch size of 25. Early stopping function has been used with the patience
of 6 and minimum delta is assigned with 0.0001 and the result is shown in Figure

By applying the model with one dense layer , one lstm layer, one embeded layer,
one Spatial layer we achieve the result of 43% after running 10epochs out of 50 because
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Epoch 1/50

136/130 [ ] - 82s 633ms/step - loss: 2.1335 - accuracy: ©.2182 - val loss: 2.1028 - val accuracy: ©.2250
Epoch 2/50
13e/130 [ ] - 81ls 625ms/step - loss: 1.9486 - accuracy: ©.2787 - val_loss: 2.8871 - val_accuracy: ©.2332
Epoch 3/50
136/130 [ ] - 81s e25ms/step - loss: 1.8523 - accuracy: ©.3056 - val loss: 2.8781 - val accuracy: 6.2694
Epoch 4/50
130/130 [ ] - 82s 629ms/step - loss: 1.7894 - accuracy: 6.3355 - val_loss: 2.8460 - val_accuracy: ©.2583
Epoch 5/50
136/130 [ ] - 81s 624ams/step - loss: 1.7183 - accuracy: ©.3580 - val loss: 2.0971 - val accuracy: ©.2389
Epoch 6/50
130/130 [ ] - 82s 631ms/step - loss: 1.6735 - accuracy: 6.3688 - val_loss: 2.1366 - val_accuracy: ©.2583
Epoch 7/50
13e/130 [ ] - 79s ee@sms/step - loss: 1.6365 - accuracy: ©.3948 - val_loss: 2.1516 - val_accuracy: 0.2444
Epoch 8/50
130/130 [ ] - 81s 624ms/step - loss: 1.5967 - accuracy: ©.4819 - val_loss: 2.2464 - val_accuracy: ©.2722
Epoch 9/50
13e/130 [ ] - 81s 62ems/step - loss: 1.55@5 - accuracy: ©.4198 - val_loss: 2.2897 - val accuracy: 0.2694
Epoch 18/5@
130/130 [ ] - 81s 620ms/step - loss: 1.5122 - accuracy: ©.4343 - val loss: 2.3023 - val accuracy: ©.2861

Figure 14: Epoch history with result of accuracy

of early stopping function. so that it can be concluded that it is not good enough for
preciseness.it started with the accuracy of 21% in first epoch but in the last by performing
10 epochs cycles it gives only 43%.

6.2 Case Study 2

Now to achieve more accuracy another model is applied but before that we have changed
the strategy instead of taking three columns lets take only two columns that are ’title’
and ’snippet’. it will follow the same procedure as above till tokenizer. In the formation
of model the dense layer has been added and in the previous model to check the impact
on the accuracy. In the first dense layer the units provided are 256 following with 64 and
32 with the Activation function of RELU and in the end 10 units assigent to the dense
layer with the activation function of Softmax. Now the model has been compiled and the
result is shown in Figure

Mode 1 sequential_ =
Lawyer {twpe) output Shape Param ##
embedding = CEmMmbeddimg) CrHone , 25,  =T= 0y SY=T=T=T=T=T=]

spatial_ dropoutilid_ 3 (Spatia (rHone, 25, Lo (=]
1DropoutliDx)

dAstm__= (LsSTM) CrHone , =T t=t= Pal=T=]
dense_ & (Dense) CrHone , 256 ) 25256
dense_ 7 (Dense) (Hone , Sy AG AT
dense_ s (Dense ) CrHMone , =20 a8
dense__9o (Dense) Crone, 1) E=T=1

Total params: S,125, 114

Trainable params : S,125, 119

Momn-trainable params : (=]

MNome

Figure 15: Compiled model

With this experiment, the accuracy achieved is 40% only shown in Figure [16{ which
is lesser that the previous one. so this model is not useful to predict the ranking of web

page.
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Epoch 1/50

13e/13@ [ ] - 83s e@5ms/step - loss: 2.2734 - accuracy: ©.1417 - val loss: 2.1804 - val accuracy: ©.1889
Epoch 2/50
13e/130 [ ] - 80s 615ms/step - loss: 2.16@5 - accuracy: ©.1941 - val_loss: 2.1270 - val_accuracy: ©.2083
Epoch 3/50
13e/130 [ ] - 806s 619ms/step - loss: 2.08630 - accuracy: ©.2102 - val_loss: 2.1238 - val_accuracy: ©.2028
Epoch 4/50
13e/13@ [ ] - 8@s 612ms/step - loss: 1.9829 - accuracy: ©.2500 - val loss: 2.1047 - val accuracy: ©.2111
Epoch 5/50
13e/130 [ ] - 80s 6lems/step - loss: 1.9133 - accuracy: ©.288¢ - val_loss: 2.1267 - val_accuracy: ©.2111
Epoch 6/50
13e/130 [ ] - 78s 597ms/step - loss: 1.8424 - accuracy: ©.3216 - val_loss: 2.1501 - val_accuracy: ©.2000
Epoch 7/50
13e/13@ [ ] - 775 595ms/step - loss: 1.7894 - accuracy: ©.3321 - val loss: 2.1751 - val accuracy: ©.2139
Epoch 8/50
13e/130 [ ] - 77s 592ms/step - loss: 1.7269 - accuracy: ©.3617 - val_loss: 2.2256 - val_accuracy: ©.2083
Epoch 9/5@
13e/130 [ ] - 77s 59ems/step - loss: 1.6851 - accuracy: ©.3830 - val_loss: 2.2711 - val_accuracy: ©.2306
Epoch 10/50
13e/13@ [ ] - 775 595ms/step - loss: 1.6310 - accuracy: ©.4003 - val loss: 2.2734 - val accuracy: ©.2250

Figure 16: Epoch history with result of accuracy

6.3 Case Study 3

The above two case studies are failed,so the model again formed with same RNN ar-
chitecture with the help of LSTM layer of same nodes as above used but here we have
removed one dense layer that is of unit 128. Now the model proceed with three dense
layer that are of unit 64, 32, 10. In which the Dense layer with unit 64 and 32 are having
the activation funtion of RELU and the other one with 10 unit is performed with the
activation fumction of Softmax. The compiled model is shown in Figure

rMode 1 T"sequential 277

Layer {twpe) Ooutput sShape Param #
Tembedding 2 (Embedding>  (Mone. 258, 1ee)  sooeeee
spatial dropoutld 2 ({(Spatia {MNone ., 25, 1) (=]
I1DropoutdlD)

I1stm_ 2 (LSTM) (HMHone, 19e) sSoa0e
dense_ = (Dense) CMone , &Aa) GG
dense__ 4 (Denseae) (HNone, 320 280
dense_ 5 (Dense) {HMone , 1970 =z

Total params: s,ess.2s4
Trainable params: 5,289,274

rMon-trainable params: @

rMomne

Figure 17: compiled model

Now with the same procedure of fitting the model it has been fitted and gives the
accuracy of 41.48% is shown in Figure |18 which is 1% greater than the above model but
lesser than the case study 1. so there is something more can be done to enhance the
accuracy of the model. in the next case study the another model has been applied. In
this model the the first cycle of epochs run and give the accuracy of 14% only but it start
increasing by every step and after eleven cycles of epochs it achieve the accuracy of 41%
also another thing is that in the above experiment on;y 10 cycles of epochs run but in
this eleven cycles run.

6.4 Case Study 4

In this experiment another model is organised with the same RNN architecture with
LSTM layers but the dense layers has been removed which has the activation function
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Epoch 1/50

13e/13e [ ] - 80s 593ms/step - loss: 2.2470@ - accuracy: 0.1485 - val loss: 2.13@82 - val _accuracy: ©.2278
Epoch 2/50
13e/130 [ ] - 78s e@@ms/step - loss: 2.1232 - accuracy: 0.20083 - val_loss: 2.8885 - val_accuracy: ©.2111
Epoch 3/50
13e/13@ [ ] - 76s 585ms/step - loss: 2.8627 - accuracy: 0.2259 - val_loss: 2.8862 - val_accuracy: ©.20832
Epoch 4/50
130/130 [ ] - 76s 588ms/step - loss: 1.9892 - accuracy: ©.2571 - val_loss: 2.8780 - val_accuracy: ©.2556
Epoch 5/50
13e/130 [ ] - 78s s598ms/step - loss: 1.9137 - accuracy: ©.2917 - val loss: 2.9726 - val_accuracy: ©.2639
Epoch 6/50
13e/13e [ ] - 78s eeaims/step - loss: 1.8532 - accuracy: ©.3164 - val_loss: 2.9799 - val_accuracy: ©.2333
Epoch 7/50
13e/13e [ 1 - 81s 625ms/step - loss: 1.7848 - accuracy: 0.3528 - val loss: 2.0994 - val accuracy: ©.2472
Epoch 8/50
13e/13@ [ ] - 80s el12ms/step - loss: 1.7354 - accuracy: 0.3667 - val_loss: 2.1860 - val_accuracy: ©.2361
Epoch 9/50
13e/13@ [ ] - 79s elims/step - loss: 1.6738 - accuracy: 0.3951 - val_loss: 2.23@4 - val_accuracy: ©.1944
Epoch 1@/50
136/130 [ ] - 76s 587ms/step - loss: 1.6252 - accuracy: ©.4105 - val loss: 2.2228 - val_accuracy: ©.2417
Epoch 11/50
136/130 [ ] - 76s 587ms/step - loss: 1.58360 - accuracy: ©.4148 - val loss: 2.4052 - val_accuracy: ©.2111

Figure 18: Epoch history with result of accuracy

RELU that are having 64 and 32 units where as we keep only one layer with the unit of 10
and has activation function Softmax. we then complied the model with only embedded
layer, LStm layer, Spatial Dropout1D layer, and one dense layer. the compiled model is
shown in Figure [19. The size of epoch is 50 but the batch size is reduced to 16

Model: "sequential”™
Laver {(twvpe) output Shape Param #
embedding (Embedding)  (None, 258, 1@e)  Sooooeo
spatial dropoutld ({(SpatialD (Mone, 258, 1aa) [=]

ropoutilD)
1stm {(LSTM) (Mone, 168) 20400

dense (Dense) {MNone, 1) 1a1e

Total params: 5,@381,41@
Trainable params: 5,811,416
HNon-trainable params: @

MNomne

Figure 19: Model compiled

After compiling the model we have fitted the model and retrieve the accuracy of 55%
which is the highest among the all of the experiments.In this cycle the epochs have run
16 cycle with start of48% in the beginning and following it it goes till 55% with the loss
of 1.05. as shown in Figure

6.5 Case Study 5

This is our last case study where the model is as used in the first case study where the
model aceive the accuracy of 43% so and other prceeding model we gan the accuracy
till 55% so try another method by changing the weights of epochs and batch sizes and
early stopping patience by 50 , 16, 15 respectively. As from the result after removing one
column the model is getting the good accuracy. By changing this we gained the accuracy
of approx 64% with the loss of 0.9. is is very efficient as compared to other model. The
result is sown in Figure
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C» Epoch 1/5@

263/263 [ 1-
Epoch 2/5@
263/203 [ 1-
Epoch 3/5@
203/203 [ 1-
Epoch 4/5@
203/203 [ 1-
Epoch 5/5@
203/203 [ 1-
Epoch 6/5@
z@3/2035 [ 1-
Epoch 7/5@
z@3/2035 [ 1-
Epoch 8/50
ze3/2035 [ 1-
Epoch 9/58
ze3/2035 [ 1-
Epoch 18/50
2037203 [ 1-
Epoch 11/59
203,203 1-
Epoch 12/50
203/203 [ 1-
Epoch 13/5@
2037203 [ 1-
Epoch 14/59
263/263 1-
Epoch 15/58
203/263 [ 1-
Epoch 16/59
203/203 1-
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164s S1lms/step -
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Figure 21: Epoch history with result of accuracy
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6.6 Discussion

The model which is applied in the project is achieved the highest accuracy of 64% in
case study 5 where as our other models didn’t perform well. The results from the other
models we get the accuracy of 40%, 41%, 45% and 43% but their are more work to do.
such as the data in the data set is not sufficient. The data set is more useful for analyzing
the insights and on the other hand the data is dynamic which means it is scraped fro
real world search engine not from a particular organisation which provides all the details
related to the search ranking but the data set doesn’t include that much information for
predicting rank such as no. of visitors on the web page etc. This data set only includes
string values where the model extract the keywords and features. Through this extraction
they have performed much better. In the previous research they have performed the value
on the keywords that how much they give the impact on the ranking regardless predicting
them. Another research is on the data set of an e-commerce organisation where they get
good results but they also said that their model is not enough capable of real world search
engine. but our model gives the result on real data set scraped from the google search
engine and provide the efficiency of 64%.

7 Conclusion and Future Work

Our research question is to predict the ranking of the web page based on the data stored
behind the web page like title of the web page, snippets, meta data etc. by applying the
machine learning models and deep learning techniques.

We have succeed to in prediction and achieved the accuracy of 64% by applying the
LSTM from RNN architecture with the batch size of 16 and epochs 50. Fur layer have
been compiled to create a model to perform the task. It could be more accurate and
precise if the data set include the no. of visitors on the web page, no. of clicks on the
web page, total no. of time every visitor spend on the web page. Through some of these
factors we may be able to predict the ranking more accurate.

In the future work the textual data can be embedded more precisely, cosine vectorize can
be used and in the modeling for more feature extraction. And with the more data and
resources the Reinforcement learning model can be applied for predicting the ranking of
web page.
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