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Classifying Ocular Disease using Machine Learning 

and Deep Learning Techniques 

Ankitha Mallikarjuna Gajaram 

x19201559 

1. Introduction 

This configuration manual explains the overall code, system configuration requirement, the 

dataset taken, and code implementation and the packages used is explained. 

 

2. Environment Configuration 

Laptop Model: I have used Dell Inspiron Laptop, i5 processor, Windows 10 and 8GB RAM 

configuration laptop for my research project. 

The Software used for project are: 

From Anaconda (version: 1.9.7) I have installed jupyter notebook. For my project, I am using 

Jupyter Notebook 6.1.2 to write python language. 

 

Figure 1 

3. Data Storage 

Kaggle Repository – The data is taken from Kaggle repository which is open source. The 

data is downloaded to dataset folder and from jupyter notebook the data is accessed. 

 

 

Figure 2 



 
 

 

4. Implementation and Results 

Libraries imported and installing necessary libraries using the -pip command 

Main packages which are used are numpy, pandas, keras, tensorflow, cv2 to load the images. 

 

Figure 3 

 

To work on all the data, we first load it onto system. 

 

 

Figure 4 

Glob command is used to load all the internal directory folder and images. 



 
 

 

Figure 5 

Making list of Image path 

 

Figure 6 

Removing the Extra “\” using split () function to extract the folder and image. 

 

Figure 7 

Making a DataFrame of extracted folders and files

 

Figure 8 

Creating Labels for Ocular Disease based on folder name 



 
 

 

Figure 9 

a) Pre-processing data and exploring Features 

 

Figure 10 

Converting the original image to Grayscale 

 

Figure 11 



 
 

Converting the Greyscale image to Black white image as it has only two values (0 and 1). 

Adaptive threshold Gaussian is used to convert the image into binary image so that we can 

exclude the unwanted background from Image and get our Region of Interest.. 

 

Figure 12 

Resizing Image to 400 x 400  

 

Figure 13 

Creating a Function to extract the features of image (Contrast, Energy, Correlation, 

Homogenity). The distance and theta used are 10 and 90 respectively. The greycomatrix 

function returns the number of the grey level at some pre-defined distance and pre-defined 

angle. 



 
 

 

Figure 14 

Looping over all the images (Normal, Cataract, Glaucoma, Retina Disease) to get the features 

of the image. 

 

Figure 15 



 
 

 

Figure 16 

 

Making a DataFrame of all the features of image and assigning the data into columns. 

 

Figure 17 

b) Feature Scaling 

Feature Scaling using MinMaxScaler. The MinMaxScaler usually returns 0 or 1. This is done 

to ensure that we get the values with a range(0 ,1). 

 

Figure 18 

 



 
 

c) Classification using Machine Learning Techniques: 

Splitting the data using train_test_split. 25% is taken for testing purpose and 75% is taken for 

training purpose. 

 

Figure 19 

Hyperparameter tuning using GridSearchCV 

The best possible parameter for the Model among the various parameters passed is searched 

by GridSearchCV. It is available in sklearn model_selection package. 

• Random Forest Classifier 

 

Figure 20 

Predicted value for test data 

 

Figure 21 

 

 

 



 
 

Confusion Matrix 

 

Figure 22 

Classification Report 

 

Figure 23 

• K-Nearest Neighbors Classifier 

GridSearchCV is again applied to find the best parameters for KNN 

 

 

Figure 24 

The predicted value obtained from KNN with test data are as follows: 

 

Figure 25 



 
 

Confusion Matrix for KNN 

 

Figure 26 

Classification report for KNN 

 

Figure 27 

• Support Vector Machine 

SVM implementation using GridSearchCV to find the best kernel and vectors, it is shown 

below: 

 

Figure 28 

 

 

 

 

 

 

 

 



 
 

Y predict value for test data for SVM are: 

 

Figure 29 

Confusion Matrix: 

 

Figure 30 

Classification Report 

 

Figure 31 

 

 

 

 

 

 

 

 

 



 
 

d) Classification using CNN 

Making array of train, test and validation DataFrame. 

 

Figure 32 

Making array of image dataset using train_test_split. 

 

Figure 33 

CNN with 4 convolution layers and 2 Pooling layers. 

 

Figure 34 



 
 

I have used a self-activation function ‘mish’ as it smoothens the model and shows maximum 

accuracy and stability to model than Relu. I have created CNN model using all the 

convolution, Pooling, and required layers. The Sequential layers is the initial layer which has 

add function. The layers are added to sequential layer. 

 

Figure 35 

I have used ‘adam’ optimizer and loss as sparse categorical crossentropy as a parameter to 

compile the model. 

The summary of the model is: 

 

Figure 36 

Before fitting the model, Data Augmentation is done to get more data for model to train. I 

have set the horizontal flip parameter as TRUE. Batch size used is 32. So, 32 training 

samples were used for 1 iteration. 



 
 

 

Figure 37 

 

Figure 38 

The Model took around 15mins to run 30 EPOCHS. 

   

 Figure 39         Figure 40 

 

The Accuracy and Validation accuracy. There was a gradual decrease in loss and the model 

shown approximate 68% accuracy, so EPOCH 30 was used. 

CNN Model 2: 

I have created another CNN model to achieve better results. 

For this I have created train and test dataset based on the label, the test size taken is 0.2 

 

Figure 39 

As the index were randomly assigned to train and test, I have later reset the training 

dataframe and testing dataframe. 



 
 

To load the x-train and y-train dataset, I have made use of two list x_train1 and y_train1. For 

loop is used to iterate over folder name and file name and merge them to get the image. After 

getting the image, I have resized and reshaped the image and get_dummies is used to 

categories the disease with 0 and 1. 

 

Figure 40 

CNN Model is applied which has 2 convolution layers, the activation function used is Relu 

which is mostly default in many neural networks as it overcomes the vanishing gradient 

problem, Batch Normalization layer as it stabilises the variable gradients and Pooling layer. 

 

Figure 41 

The Model summary is shown below: 



 
 

 

Figure 42 

After that, as of previous model, I compiled the model, the optimizer used is ‘adam’ and loss 

used is categorical_crossentropy. 

Data Augmentation is done after this as to create more images to train the data. Horizontal 

flip is kept TRUE. 

 

Figure 43 



 
 

 

Figure 44 

The Augmented data is then fitted, and accuracy and validation accuracy are plotted against 

EPOCH. The EPOCH is set to 50 and steps per epoch is set to length of training data to batch 

size. 

 

Figure 45 

 

Figure 46 

 

 

 

 

 


