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1 Introduction 
 

This paper aims to present a comprehensive outline of all the steps involved in conducting the 

research from setting up the environment to getting the results. We aim to improve the 

prediction of credit card fraud by using CT-GAN to address the issue of class identification. 

With the goal of addressing the class imbalance, we have used two approaches: SMOTE and 

CT-GAN. After applying SMOTE and CT-GAN we performed two experiments using three 

different classifiers namely: isolation forest, multilayer perceptron, and random forest. 

 

2 System Specification 
 

2.1 Hardware Specification 
 

Table 1: Hardware Specifications 

 

Operating 

System Windows 10 Home 

Processor 

11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 2.42 

GHz 

RAM 8GB 

System Type 64- bit Operating System, x64-based processor 

 
 

2.2 Software Specification 

We have used Google Collaboratory to conduct this research. Google Collab is a free coding 

tool by Google and gives free access to the cloud platform. The code is written in Python 

programming language having Version: Python  3.7.11 

 

3 Environment Setup 
 

The actions mentioned below must be followed in order to set up Google Collab: 

 

1. Log in to your Gmail account using your credentials. 

 

2. Now, go to Google Drive from the Google Apps menu and upload the dataset 

downloaded from Kaggle. This will take some time to upload. 
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3. Once, the data is uploaded to google drive, now we will go to google Collaboratory, 

where we will create a new notebook and also enable the GPU to run the code.I have 

created a folder on Google Drive with name ‘thesis_dt’. 

 

4. Now using the below code, we will import our dataset from google drive by mounting 

the drive with google collab. 

 

 
 

Figure 1: Importing dataset from Google Drive 

 

5. After this, a dialog box will appear where Google will request for access to Google Drive, 

click on Allow. 

 

4 Data Understanding 
 

4.1 Dataset Setup 

1. Download the Credit Card Fraud dataset from the Kaggle repository as seen in Figure. 

 

 
 

Figure 2: Credit Card Fraud Dataset 

 

 

2. Now we follow the steps mentioned in Section 3 for setting up the coding 

environment. 

3. We need to import the required libraries to be used in later sections. 
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Figure 3:Importing the required libraries 

 

4.2 Data Exploration 
 

1. We began by looking at the dataset's sample size, the number of columns, and data 

type of each column. 
 

 
 

Figure 4: Dataset sample size and columns 

 

 
Figure 5: Data Type of each variable 
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2. Before proceeding, we looked for missing values in both rows and columns and 

duplicate data. 

 

 

 
 

Figure 6: Missing values 

 

3. We found some duplicate values; these will be handled in data preparation stage. 

 

 
 

Figure 7:  Check for Duplicate Values 

 

 

4. To understand the distribution of fraud and non-fraud transaction, we plot a pie chart. 

 
 

Figure 8: Pie chart representing Class Distribution 
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Figure 9: Count plot of dataset 

 

5. We plot the graphs for the columns Time and Amount to observe the distribution of 

dataset. 

 

 
Figure 10: Distribution of Transaction Amount and Time 

4.3 Data Preparation 
 

1. We will start by handling the duplicate values present in Section 4.2 

 

 
Figure 11: Handling Duplicate values 
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2. As the data is highly skewed so we have used two approaches to handle this: 

 

 

I. SMOTE Technique 

 

1. We have uses SMOTE technique where it chooses two samples, where one sample is 

chosen from the minority class and one from KNN. We are using K_neighbours=5. 

 

2. We have divided the data into tests and train to perform the SMOTE technique. We 

applied SMOTE technique to the training dataset X_over and Y-Over as seen in 

figure 12. 

 

 

 

 
 

Figure 12: SMOTE Technique 

 

 

 

II. CT-GAN Approach 

 

1. We have used CT-GAN Approach to handle the class imbalance. We begin the code by 

defining the Discriminator and Generator. 
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Figure  13 : Defining Discriminator and Generator 

 

2. After defining, the discriminator and generator, we have combined them into CGAN 

 

 
 

Figure 14: Combining Generator and Discriminator to CGAN 

 

3. Now, we have defined a function to generate fake samples of the data. 
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Figure 15 : Generating Fake samples 

 

4. We trained our cgan model till epochs=10. 

 

 
 

Figure 16: Training the model 

 

5. We  defined a function to plot the graph showing the fake samples, real data and  cgan 

loss function with the generated data. 
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Figure 17: Data produced by CGAN 

 

 

5 Modelling 
We used three different models in this research. We first defined a dictionary  to hold all the 

models so that it would be easy to just call the model by passing their function names. 

 

I. Isolation Forest 

 

 
 

Figure  18: Isolation Forest 
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We start this model by importing the required libraries. We have used IsF() function 

for Isolation Forest to define the model, train the model and predict the model. We have 

divided the dataset into train and test as seen in Figure 18. We have used 20 estimators 

in this model and the value of the ratio is defined when this model is called. We have 

also declared accuracy and classification report function inside this method of the 

model. 

 

II. Multi-Layer Perceptron 

 

 
 

Figure 19: Multi-Layer Perceptron 

 

Multi-Layer Perceptron is also defined in the similar manner. We have used MLP() function 

for Multi-Layer Perceptron. We have defined the function by passing X, Y and the param 

object, the value of this object will be defined when this function MLP() will be called. 

 

 

III. Random Forest 

 

 
 

Figure 20: Random Forest 
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We defined Random Forest Classifier inside a function called RFR(), where we defined the 

model, train the model ,predict the model and evaluate the model. The split value is defined 

when the model is called before any class imbalance technique. 

 

6 Evaluation 

6.1 Experiment 1: Applying SMOTE 
 

 
 

Figure 21: Applying SMOTE 

 

1. We applied the SMOTE technique and passed the parameters into the models to train 

them first on the data and then test them. 

2. To test the performance of all the three classifiers, we plot the AUPRC curve. 

 

 
Figure 22: AUPRC graph after SMOTE 

 

Isolation Forest performs the best as seen in figure 22. 
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6.2 Applying CT-GAN 

 
Figure 22: Applying CT-GAN 

 

We applied the CT-GAN model to the three classifiers, by passing the Y_GAN variable to 

the model functions. On analyzing the AUPRC graph, again Isolation Forest outperforms 

other two models. 

 
Figure 23: AUPRC graph after CT-GAN 

 
 
 

7 Conclusion 
 

In a thorough description, every step of the project's implementation is described. To make 

the code more readable, all Python code is written with the suitable comments. 
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