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Predicting Credit Card Fraud Using Conditional 

Generative Adversarial Network 
 

Purnima Duggal  

x20237928  
 

 

Abstract 

 

 

As the financial sector continues to flourish over these years, there have been significant changes in 

many conventional systems. One of them is carrying money in hand. Credit cards and debit cards 

have completely replaced carrying money in hand as the predominant method of payment. Numerous 

studies indicate that the use of credit cards vastly increased after the pandemic period. The increasing 

use of credit cards is a common target for cybercriminals and fraudsters. Although numerous steps 

have been taken to prevent credit card fraud, the problem still exists. The skewness or imbalance of 

the dataset is the most frequent problem that researchers encounter when conducting analysis using 

various machine learning models. In this research, I have addressed the problem of skewness of the 

dataset by using two approaches: SMOTE Technique and an unsupervised machine learning 

technique that is CT-GAN (Conditional Generative Adversarial Network). We used AUPRC as a 

performance indicator for both approaches. Three classifier models namely: Isolation Forest, Multi-

Layer Perceptron and Random Forest are used to perform the experiments. We discovered that GAN 

performs well on two out of three models after analyzing both approaches and Isolation Forest 

outperforms the other two models, correctly detecting 86 % of credit card fraud. 
 

1 Introduction 

1.1 Background 
 

Card-based payment systems have proven to be a better alternative than cash payments, as 

they handle many risks such as petty crimes associated with carrying cash in your pocket. 

Credit card companies offer multiple economic advantages to their consumers such as cost 

spreading in periodic payments, loyalty points for every purchase, travel points, no interest 

charges, no transaction fees, and many more. Due to these advantages, the credit card 

demand has increased significantly, especially during the covid pandemic era people tend to 

spend more money through credit cards as compared to cash, as stated by a recent article1, 

also the people fear the risk of touching the surfaces while purchasing something from cash 

and credit card online payments proved to be the safest option when making any big 

purchases. However, even after the covid times, people continue to spend through their cards 

as stated in a recent economic study done on Irish citizens, the study shows that there is a 3 

percent rise in credit card transactions after the covid era. As everything has its pros and 

cons, the credit card sector also comes with scams and frauds. Credit card fraud is increasing 

day by day and has become one of the biggest challenges to handle for many banks, financial 

organizations, and governments. 

 
1 https://www.ualberta.ca/folio/2020/08/why-not-using-cash-during-covid-19-could-make-you-more-likely-to-overspend.html 
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These fraudsters often target people who are engaged in some online transaction and empty 

all their bank accounts within some hours.  

Credit card fraud takes place when an unauthorized individual accesses the credit card 

without approval from the cardholder. These card-related thefts are sometimes not noticeable 

for many days to some people which gives a major advantage to these fraudsters and makes 

the chance of catching the perpetrators more difficult. 

1.2 Global Statistics on Credit Card Fraud 

Many nations are struggling with the challenge of credit card fraud. It has become a huge 

concern for many nations. Till the year 2020, 459,297 credit card fraud has been reported. As 

with the growing technology, nowadays fraudsters are using sophisticated scams, they extract 

detailed personal information from cardholders and then employ that data to take control of 

already-existing accounts or to make brand-new accounts for fictitious individuals. Most 

fraudsters also use phishing emails to get into people’s bank accounts by extracting 

confidential information. 

In a recent report2, over the last few years, the United States has been the largest recipient of 

credit card fraud from all over the world due to its more prevalent use of credit cards which 

accounts for more than one-third of all the losses globally. Ireland, France, and the UK are 

the top three European nations for credit card fraud after the US. The Nilson report states that 

bank losses exceeded $28.58 billion globally in 2020. In the next five years, global fraud will 

rise up to $43 billion. 

Hence, it is crucial to develop fraud detection techniques to prevent such huge losses to banks 

and other financial institutions. Despite the development of various other techniques by banks 

such as a card verification system for each transaction,  new security measures adaptation in 

addition to a new payee, cybercriminals continue to outsmart security systems by evolving 

over time. 

1.3 Research Question 

A credit card detection technique can be challenging because of the class imbalance of credit 

card datasets. Many machine learning techniques are used by various researchers for 

rectifying this issue, still, the issue of an imbalanced dataset continues to be a hindrance, they 

get a high degree of accuracy in results however due to low numbers, the minority class is 

neglected in that scenario. It is crucial to take advantage of research studies that have taken 

into account this issue. Despite the existence of numerous traditional methodologies, the class 

imbalance nature of the dataset is given little consideration. 

GAN is applied in different additional machine learning areas and has given significant 

outcomes in various research studies. To address the issue of imbalance, I have proposed a 

novel technique that combines Conditional GAN with other machine learning models 

including Isolation Forest, Multilayer Perceptron,  and Random Forest.  

Therefore, the research question for this project is: 

 

“How can Conditional General Adversarial Network (GAN) be used in combination with 

other machine learning models to more accurately predict credit card fraud and solve the 

issue of imbalance dataset?” 

 

 

This research paper is structured into these sections: 

 
2 https://chargebacks911.com/credit-card-fraud-statistics/ 
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• Section 2(Related Work): This section delves into previous credit card fraud detection 

methods and offers an in-depth analysis of strategies and methodologies used in 

various studies to forecast credit card theft by taking into account a range of factors. 

 

• Section 3(Methodology): This section describes the approach utilized in this study to 

generate the results. This section also includes a few subsections that break down the 

process step-by-step. 

 

• Section 4(Design Specification): This section depicts the architectural design of this 

research. It contains a description of the approach followed. 

 

• Section 5(Implementation):  This section describes the implementation procedure 

thoroughly. It has several sub-sections that depict the steps followed to get the 

required results. 

 

• Section 6(Evaluation): This section explains the numerous experiments conducted for 

this study and the evaluation standards that were applied. 

 

• Section 7(Conclusion): This section outlines the final statements and the possibilities 

for future work in the domain. 

 

2 Related Work 
 

Machine learning is commonly regarded as an efficient and promising method for identifying 

or forecasting fraud. Almost all the datasets in the research studies were plagued by two 

serious issues. In the first place, there is a substantial class imbalance, as the number of fraud 

transactions is much less than that of non-fraud transactions. The second issue is the 

sequential nature of datasets. Analyzing and critically evaluating the currently available 

literature in this domain is vital for moving forward with the methodology. Our evaluation of 

the prior works can give us insight into their limitations or shortcomings, issues they faced 

while doing analysis, as well as how they could be improved in our research. 

 

2.1 Existing Techniques and Methodologies 

Several studies have been carried out in this area. Benchaji, I., and Douzi (2021) conducted 

research utilizing various machine learning techniques to forecast credit card fraud, namely 

LSTM networks that are used for long-term dependencies along with action patterns in order 

to organize items that are most significant to a classification problem, SMOTE  technique to 

solve imbalanced data, UMAP to reduce dataset size. The author also uses SVMs and ANNs 

for comparative analysis and uses performance metrics to evaluate his results. 

 

Khatri(2020) conducted similar comparison research using machine learning algorithms that 

include Decision trees, KNN, Logistic regression, and the Naive Bayes algorithm. The 

authors used a public dataset and filtered 28 variables from it. It was concluded that the 

decision tree had a higher accuracy rate (85.1%) than any other model. 

Dr. K. Kaur(2021) overcame Khatri’s (2020) drawback by employing a resampling method 

called the Near Miss method, which directs the division of the data into separate segments. 



4 

 

The author performs an analysis of the decision tree and Naive Bayes technique, with the 

help of the confusion matrix, demonstrating that the near miss method is able to balance the 

dataset and prevent data loss. With an accuracy of 97 percent, decision trees outrank Naive 

Bayes. The author concluded that neural networks can be used to improve the model's 

performance. 

The study by Negi S. (2022) focuses on how two supervised techniques—Multi-Layer 

Perceptron, Logistic and XGBoost—can handle the issue of large datasets. The author 

conducted various experiments and concluded that Multi-Layer Perceptron outperforms other 

models. 

Zadafiya et al (2022) research depend on two algorithms: isolation forest and local outlier 

factor. Although the isolation forest performs well in the classification report, the author finds 

that the class imbalance problem remains unresolved. 

Forough J., Momtazi(2021) employs a probabilistic model approach, taking into account the 

sequential nature of the data by combining the LSTM(Long short-term memory) and 

CRF(Conditional Random Field) model. After processing, the LSTM obtains a series of 

transaction data as input and provides output arrays; this output is then assigned to the CRF 

layer as its input. As a result, a decision is made based on the probability of successful 

predictions by the CRF layer,  and the author uses under-sampling techniques to account for 

data sequences. 
 

2.2 Examining the Class Imbalance Issue 

As mentioned above, one of the primary issues that researchers encountered in this research 

is a highly skewed dataset. A.Guzman-Ponce(2021) offers a dual-level solution to tackle with 

the issue of class imbalance. He first implements the DBSCAN clustering algorithm that 

extracts approximately half of the dataset from noisy data, and a graph-based method to 

handle the highly skewed nature of data. He then carried out his research on 24 different 

datasets and employs geometric mean as performance metrics. The author employs various 

techniques, such as the Clustering approach and random under-sampling, and then compares 

the performance of these techniques to draw conclusions. The author concludes that 

DBSCAN performs well on 19 out of 24 datasets. 

S.Makki(2019) also employs two approaches to deal with data imbalance; first, he adopts the 

oversampling and under-sampling techniques, and then he follows the Cost-Sensitive 

Approach. The author conducted numerous experiments using eight different machine 

learning techniques. It was concluded by the author based on three performance measures, 

Accuracy, AUPRC, Sensitivity, that  SVM, and ANN are more effective in predicting credit 

card fraud. 

Brennan, P. (2012) also incorporates two different approaches, such as under-sampling, 

oversampling, and SMOTE, into his approach to ensure data balance between classifiers; he 

uses the RIPPER algorithm and the RoS approach to accomplish this; SMOTE proves to be 

the best, while RIPPER improved the results. 

 

2.3 Generative Adversarial Network 

Among the many applications of GAN, A. Aggarwal et al. (2021) discuss how GAN is used 

in domains such as image analysis, facial detection, traffic management, and also describes 

different models that use GAN. The authors also describe how A 3D object generation 

algorithm uses GAN as an adversarial architecture that produces high-quality images, and 

how visuals of traffic helps can be used by the GAN model to manage the traffic. The GAN 

structure and problems encountered by important domains are also covered by the author. 
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In their study on GAN, Ngwenduna and Mbuvha(2021) discussed how GAN is more efficient 

at coping with class imbalances and is more flexible than other approaches. Furthermore, the 

authors compared GAN to other existing techniques, such as SMOTE, and discovered that 

while GAN was more reliable for some datasets, it had drawbacks for others, which SMOTE 

handled well. The author also talks about numerous other GAN kinds and under what 

circumstances they should be used, for instance, WGAN overcomes GAN model restrictions. 

 

This research paper by H. Liu et al.(2022) proposes the use of GAN in combination with bi-

LSTMs and AE in modeling machine health monitoring systems. According to the author's 

proposed model, there are three stages, the first is the forecast of reconstruction and the 

training of distinct representations by GAN, followed by filtering of key features and 

dimension reduction by AE. The final step is to build the supervised learning model and 

integrate it with feature data to forecast the diagnosis. 

As opposed to the other research investigations, Gui, J., (2020) explains the GAN approach 

from a mathematical standpoint. The author offers three different approaches to train GAN 

model. The GAN's structure is covered in the first step, followed by the combination that 

must be integrated to the GAN and the third is the kind of application that will be using it. 

The author also discusses several GAN model constraints and how to get around them in 

various scenarios. He also discusses other GAN model variations. 

 

 

3 Methodology 
 

Data mining employs a wide range of methodologies, which includes CRISP-DM, KDD, and 

SEMMA. We have used CRISP-DM (Cross Industry Process for Data Mining) methodology 

in this research. The below diagram depicts the six steps of the CRISP-DM methodology. 

 
Figure 1: Six Steps of CRISP-DM, Image taken from Source3 

 

3.1 Business Understanding 

Business Understanding is the first stage of the CRISP-DM approach. The main aim of this 

project is to forecast fraudulent and legitimate transactions. Our objective is to create a model 

that achieves this main objective while taking the imbalanced dataset's constraints into 

account. The Conditional GAN model is being used to address the imbalance dataset problem 

 
3 https://www.datascience-pm.com/crisp-dm-2/ 
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since it can produce synthetic data that the model can train on before being tested against 

actual data. We can address the global issue of credit card theft with this unique combination 

of Conditional GAN with machine learning models including Isolation Forest, Multilayer 

Perceptron, Ada Boosting, and Random Forest. Financial institutions and banks working with 

credit card fraud issues would greatly benefit from this research since it will help them cut 

down on credit card scams. 

3.2 Data Understanding 

Data Understanding is the second stage in CRISP-DM. Before building the model, it is 

necessary to have a thorough understanding of the dataset that includes all elements, features, 

data types, their correlation with each other, percentage of minority vs majority, and many 

more. This hugely assists us in the creation of an efficient model. 

We have considered data4 from an open source Kaggle repository, where the data is publicly 

available and the information is masked so no personal information of any individual is 

affected. 

The dataset contains credit card transactions done in two days in September 2013. The dataset 

contains 30 features, 28 of which are coded from V1 to V28  in form of PCA components for 

confidentiality except for Time and Amount. Only one feature is categorical; the rest are 

continuous in nature. The Time variable in the dataset represents the transaction time between 

each transaction and the  Amount variable represents the credit or debit Transaction Amount. 

3.2.1 Data Exploration 

Data exploration is useful for understanding the nature of data elements, as well as for 

identifying majority and minority elements in data through various visualizations. 

• Determining the Data Type of each variable 

We will begin by determining the data type of our dataset's variables.  As seen in 

figure 2 below, all the variables are float type, only the target variable is an integer. 

We do not need to perform any conversion for our variables and we can move to the 

next step. 

 

 
4 https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud 
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Figure 2: Data Types of each variable 

 

• Examining missing and redundant data 

As a next step, we will check the dataset for missing values in both rows and columns. 

 

A. Missing values in the dataset 

On analysing we found that there are no missing values in the rows or column in the dataset. 

 

 
   

(a) Missing values in columns                                             (b) Missing values in rows 

 

Figure 3: Missing values 

 

B. Duplicate values 

 

 
Figure 4: Check for duplicate values 

 

 

There are some duplicate values present in the dataset and those needs to be handled in data 

preparation phase as seen in figure 4. 

 

• Examining the Distribution of class 
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Figure 5: Pie chart illustrating the distribution of fraud vs non-fraud transactions 

 

There are about 284,315 total transactions out of which only 492 are fraud 

transactions as seen in Figure 5. Based on percentage, 0.167% of transactions are 

fraudulent, while 99.833% of transactions are non-fraudulent. 

 

 

 
Figure 6: Distribution of Transaction Amount and Transaction Time 

 

Based on Figure 6, we can observe that transaction amount and time distributions are 

highly skewed and should be handled during the data preparation process. 

 

3.3 Data Preparation 
 

This is also known as the Data Pre-Processing stage; it is the process of transforming raw 

information into data that can be immediately used to apply models. Since this stage comes 

before using any models, this is the most crucial step and helps in building scalable, robust, 

and efficient models. This phase entails dealing with missing or duplicate values, handling 

outliers by scaling variables, formatting data types, and feature engineering. Low-quality data 

preparation techniques may result in lengthy computations, high expenses, and poor model 

performance. Therefore, it is crucial to give equal importance to all of the factors involved in 

the data preparation step. 

 

• Dealing with Missing and Duplicate Values: As illustrated in Figure 4, there is 

some duplicate data that must be managed. We removed the duplicate values from the 

dataset, and there were no missing values in rows or columns as seen in Figure 3. 

 

• Scaling of variables in the dataset: We discovered the range scale variance between 

all other features other than Time and Amount by analyzing our data. Scaling needs to 

be done on Time and Amount, we have used the “RobustScalar” method that removes 

the outliers. 
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• Identifying and addressing class imbalances: It has been described in the above 

sections that class imbalance is one of the critical issue in credit card datasets. It can 

be noted from Figure 5 that our dataset is highly imbalanced having very less fraud 

transactions as compared to non- fraud transactions. So, before applying models, we 

need to take into account this issue and create such a dataset using GAN so that the 

no. of fraud transactions becomes equal and it is easy to apply other models. Several 

other algorithms are available to manage class imbalance of data, including under-

sampling, subsampling, and SMOTE, but we chose GAN after reviewing several 

research papers and taking into account the advantages and disadvantages of other 

techniques. 

In this study, we present a novel strategy to deal with this issue of class imbalance by 

employing Generative Adversarial Networks (GAN). As discussed in the above 

sections, our dataset only consists of 492 fraud transactions out of a total of 284,315 

transactions, so we need to produce synthetic data to train our models, with the use of 

GAN we will be generating this synthetic data. 

 We would use this synthetic data to train our models and then once the models are 

trained, we will test our analysis on real data. GAN has several advantages over other 

models. 

 

❖ Brief Overview of GAN 

 

Generative Adversarial Networks are comprised of two neural deep learning networks 

that compete against each other. The main elements of a generative adversarial 

network include; A Generator and A discriminator. The generator G attempts to learn 

the data distribution by using random noise as input and producing realistic datasets 

as its output. Conversely, the discriminator  D classifies whether the produced sample 

is from the genuine dataset or from a fake dataset, which is generated by the 

generator. Both the network work against each other, in the starting the generator 

produces gibberish data as it has no idea in the starting but as soon as the 

discriminator tries to give feedback to the generator not only does the generator tries 

to improvise the data but is able to produce more realistic data of the original dataset. 

GANs are said to be extremely effective at creating realistic new data samples that 

closely resemble our training-data distribution, and are proving to be a show stopper 

in the field of Machine Learning. The below figure illustrates the entire process of 

GAN architecture. 

 
Figure 7: GAN Architecture, Image taken from source 5 

 
 

5 https://zhongpeixiang.github.io/generative-adversarial-network-overview/ 
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Issues related to GAN 

The following significant issues in the generator and discriminator plague many GAN 

models. 

➢ Non-convergence issue: GAN models suffer from this problem, in which the 

parameters fluctuate, become unsteady, and never converge, which compromises their 

performance and sometimes leads to underfitting of the model. 

 

➢ Mode collapse: This typically happens when the generator produces inaccurate data 

based on the input noise, resulting in less variability in data and failing to account for 

the uneven nature of Data, therefore producing skewed data. 

 

➢ Diminishing gradient: The discriminator becomes so successful that the generator is 

unable to learn any new information which leads to an inadequate augmentation of 

data. 

Conditional GAN can solve all these issues related to GAN. The following subsection 

describes how CT-GAN operates. 

 

❖ Conditional GAN (CT-GAN) 

 

In CT-GAN6, a conditional configuration is used both in generator and discriminator on class 

labels. It is a sophisticated framework built by taking the GAN architecture into 

consideration. As a result, by providing the contextual data, the model is able to learn more 

than one mapping from input to output. CT-GAN handles the challenge of losing information 

and overfitting. 

 

 
Figure 8: Data generated by CT-GAN 

 

CT-GAN comprises of a conditional generator that helps to produce uniformly distributed 

data points in the training stage so that data distribution is maintained in the augmented 

instances. 

 
6 https://www.educative.io/answers/what-is-a-conditional-gan-cgan 
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Both the conditional generator and discriminator utilize the LSTM layers which allow them 

to record and retrieve all potential dependencies between the provided data. CT-GAN 

employs many parameters that affect model learning, these parameters directly affect the 

model performance, and quality of data points generated. The CT-GAN trains the model with 

the WGAN loss function which addresses the limitation of diminishing gradient of GAN. 

Also, it uses the RELU activation function and batch normalization. 

 

3.4 Modelling 

This is the most essential phase of CRISP-DM because it is where we apply various models 

to pre-processed data. Since the data is already in decent shape, we can apply different 

models to see which one best fits our dataset. So, this phase is broken down into four 

components: It starts with selecting the model,  then generating a test design that is by 

creating a procedure for evaluating the accuracy and reliability of the model, then building 

the model, and finally assessing the model by various performance metric tools. 

The following section discusses the various models used in this research. 

 

• Isolation Forest 

Isolation Forest is a type of unsupervised machine learning model7. The model 

chooses or isolates an attribute at random and divides it into maximum and minimum 

values. This process is done iteratively in order to generate a decision tree. The no. of 

splits required to separate a sample is equal to the distance from the root node to the 

last node. We have created a dictionary models_dict[]  to store all the models and call 

them after applying the CT-GAN to generate synthetic data. 

We created an Isolation Forest function called IsF() in which we defined the model, 

generated a test design, and converted the isolation forest predictions to our 

classification problem of detecting fraud and non-fraud transactions. 

 

 
 

Figure 9: Isolation Forest 

 

 

• Multi-Layer Perceptron 

 
7 https://ieeexplore.ieee.org/document/8756130 
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Multi-Layer Perceptron is a supervised machine learning algorithm with at least three 

layers: input, hidden, and output. It is a feedforward neural network in which each 

node employs an activation function. We have defined a function MLP() for Multi-

Layer Perceptron in which we have defined the model, trained the model and defined 

the evaluation matrix in this function. The no. of hidden layers value is passed once 

the data is generated by CT-GAN.  This model is also added to the newly created 

Models Dictionary. 

 

 
Figure 10: Multi-Layer Perceptron 

 

 

• Random Forest 

Random Forest is a supervised machine learning technique that addresses the overfitting issue 

by finding the final result on average or majority rating. In our function RFR(), we defined 

the model's definition, training, and assessment criteria. Gini impurity criterion is also added 

to the model to determine the probability of likelihood of categorizing incorrectly if chosen in 

an arbitrary manner. 

 

 
 

Figure 11: Random Forest 

 

 

 

4 Design Specification 
 

Figure 12 shows the architectural design of our research. We are using data from the Kaggle 

repository. The selected data is first subjected to data processing, which includes the removal 
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of any duplicate values, or null values, and the scaling of the data using the RobustScalar 

method. As the dataset is highly imbalanced so CT-GAN is applied to the dataset so that 

more data points can be produced for the minority class of data. 
 
 

 
 

Figure 12: Architectural design of Credit Card Fraud using CT-GAN 

 

.  

When the synthetic data is ready, we combined it with the original dataset to create a new 

data set. In order to apply the models, we divide our data into training and testing after this 

phase. Now, we'll use each of the three models individually, applying the necessary 

parameters to the training set of data, and monitoring the outcomes. We have created separate 

functions for all the models: Isolation Forest, Multi-layer Perceptron and Random Forest, and 

created a dictionary to store all the models in one place, once the CT-GAN produces the 

synthetic data, we plot a graph to compare the real data and synthetic data. Once the model 

classifiers are trained on this balanced data, we will test these classifiers on the original data. 

Finally, at the last stage the performance of all models is evaluated using metrics such as the 

AUPRC curve. 

 

 

5 Implementation 

5.1 Software and Technologies Used 

 

These are the system tools and libraries needed to conduct this study. 

 

• Programming Language Used: Python 

 



14 

 

• IDE: Google Collab 

 

• Database: Google Drive 

 

• Python Libraries/Modules 

 

▪ For Data Understanding: NumPy, Pandas 

▪ For Generating Synthetic data through CT-GAN: tensorflow,pygan 

▪ For Data Visualization: matplotlib, plotly, seaborn 

▪ For Modelling: sklearn 

 

5.2 Implementation Steps 

This section provides a thorough explanation of the implementation procedures used in this 

study to produce the desired outcomes.  
 

Data Acquisition Step 

The CSV-formatted dataset used in this research comprises credit card transactions from 

European cardholders of the year 2013. There are 31 total variables in the dataset, all of 

which are coded in form of PCA components to ensure that no sensitive data is impacted. The 

dataset was downloaded from the Kaggle repository, and the CSV file was then saved to 

Google Drive. By granting the request made by Google Collab, the data is accessed. We next 

begin by comprehending the dataset, including its overall size, the number of columns, and 

the data types of each column. 

 

Data Pre-processing or Exploration Step 

In the data exploration step, we discovered that the dataset do not have any missing values 

however there were some duplicate values. Thus, these duplicate values were eliminated from 

the dataset. Additionally, we discovered that this dataset is significantly unbalanced after 

calculating the percentage of fraudulent and legitimate transactions, which was 0.173% for 

fraudulent transactions and 99.827% for legitimate transactions. To eliminate the outliers, two 

variables—Time and Amount—are scaled. The highly skewed dataset is then displayed 

through various dataset visualization such as pie charts, and graphs of each variable. Using 

scatterplots between fraud transactions and financial data, we also attempt to identify any 

relationships between different data factors. We discovered some findings such as : 

▪ Fraud transactions typically do not exceed $2500 in value. 

▪ Additionally, Fraudulent transactions are evenly spaced throughout time. 

 

Apply CT-GAN to generate Synthetic Data 

As the dataset is highly skewed, so in order to address this problem, we employed the 

unsupervised Conditional GAN technique, which creates synthetic data. An open-source 

Python package is used by GAN. First, we declare the discriminator that uses the feature 

matrix as input and forecasts if anything is deceitful or real. We combine the two layers of 

latent space and latent vector which act as the input layer, as well as build two hidden layers 

in between along with one output layer, in the discriminator class, and then build a model 

using this structure. A similar process is done with the generator. Now that discriminator and 

generator have been integrated into CGAN, the discriminator is not trained so that the 

weights remain unchanged. After creating a CGAN model using the generator's inputs and the 

discriminator's outputs, the model is then assembled with a learning rate of 0.0002. To make 

the fraudulent data appear at least significant, it is oversampled and data frames are shuffled. 
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Model training is done with epochs of 10. To compare the actual and false sample data, a 

scatter plot is made. To determine the efficiency of CGAN, we have performed training on 

synthetic data and performed testing on actual data. 

 

Modeling and Implementation Steps 

To determine which model performs the best in the dataset produced by GAN, we used three 

distinct models. In this study, we implemented Random Forest, Multi-layer perceptron, and 

Isolation Forest. To store the functions of each model, we established a common dictionary. 

These functions are called by passing the required parameters. Just after passing the necessary 

parameters, we can compare each model's precision, recall, and F1 score to determine which 

one best fits the situation. 

 

Evaluation and Result 

We used the Area Under the Precision-Recall Curve as the performance metric because the 

dataset is imbalanced and accuracy or precision would not be the best criterion. The 

following section describes the experiments and the evaluation results. 

 

6 Evaluation 
 

The below sections describe the experiments conducted in this research and illustrate how the 

results are evaluated. 

6.1 Experiment 1: Using SMOTE Technique 

SMOTE technique (Synthetic Minority Oversampling Technique) is a well-liked approach 

for unbalanced datasets, therefore we decided to use it in our first case study. In this method, 

two samples are chosen, one from the minority class and one from the nearest KNN. A new 

data segment is then made using these two and then added to the minority class. Multi-Layer 

Perceptron outperforms the other two classifier models as seen in Table 1. We only use AUC-

score and Area Under the Precision-Recall Curve as evaluation criteria as the confusion 

matrix is not suitable for such an imbalanced dataset. 

 
 

Models AUC score 

Isolation Forest 0.83 

Multi-Layer Perceptron 0.72 

Random Forest 0.63 

 

Table 1: AUC Score of Models after applying SMOTE 

 

6.2 Experiment 2: Using CT-GAN  
 

In the second experiment, we used CT-GAN. We tested the models on GAN's synthetic data 

and discovered that the models had considerably improved. The AUC Score has increased 

substantially for Isolation Forest, there is a slight increase for Multi-Layer Perceptron and a  

10 % decrease for Random Forest from 0.63 to 0.53. By observing the AUC Score in Table 2, 

we can conclude that two out of three classifier models performed well in CT-GAN, Random 

forest performed well with SMOTE Technique instead of GAN, whereas the AUC Score of 

the other two models increased with CT-GAN. 



16 

 

 

Models AUC score 

Isolation Forest 0.86 

Multi-Layer Perceptron 0.73 

Random Forest 0.53 

 

Table 2: AUC Score of Models after applying CT-GAN 

 

6.3 Discussion 

 

 
 

(a) AUPRC after applying SMOTE           (b) AUPRC after applying CT-GAN 

 

Figure 13 

 

As an evaluation matrix, we have used the Area Under the Precision-Recall Curve (AUPRC) 

to identify the model with the highest accuracy after applying SMOTE and CT-GAN. The 

below curves are an illustration of the performance of all three classifiers after applying 

SMOTE and CT-GAN. Models with a larger area under the curve signify that they performed 

better. There are two out of three models where GAN is successful. Instead of GAN, the 

random forest performed well when using the SMOTE approach. GANs are well-liked for 

their simplicity in training and speed in computation. In his research, Ngwenduna(2021) also 

used experiments on 5 distinct datasets and found that GAN did well on 3 of the datasets, 

whereas SMOTE performed well on 2 of the datasets. In my research, GAN typically 

outperforms SMOTE on one dataset while performing well on two. Overall, SMOTE and 

GAN each take a different approach to addressing the problem of class inequality and each 

does so in a distinctive manner.  

The research by Wenzel, M. (2022) illustrating different types of GAN models and their 

limitations also states that although GAN has advanced over time and continues to evolve 

with various types of GAN such as CT-GAN that attempt to overcome major challenges of 

GAN, it still has significant data difficulties issues such as non-convergence, instability, and 

noise influenced decisions, which may be the reason for the low AUPRC score for one 

classifier model. 

 

7 Conclusion and Future Work 
Imbalance datasets remain a major challenge for credit card datasets as briefly discussed in 

the literature review. In this study, we employed two different approaches to address this 
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major challenge of class imbalance: SMOTE technique and CT-GAN, and used three 

different model classifiers. Considering the AUPRC curve, we can conclude that the Isolation 

Forest is a more effective technique out of the three different models in both the cases of 

SMOTE and CT-GAN, detecting 86% of credit card fraud correctly. In future work, to 

improve the performance more, we can try adjusting various other parameters of the models, 

such as the learning rate, node count, or estimator number, to improve the results. 

Furthermore, as shown in Figure 13, CT-GAN assisted in improving the overall results and in 

the future can be used in a variety of other research domains. 
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