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1 Introduction 
 
 

The configuration manual summarizes the implementation of scripts for the present research 

topic. The manual is documented with detailed steps and resources to ensure smooth 

execution of code without errors. The manual provides information about the hardware and 

software configuration as well that helps in running scripts. The following steps will assist in 

execution of our project. 

 

2 System Configuration 

2.1 Hardware Configuration 
 

Device name: LAPTOP-SSH9LG1B 

Processor: Intel(R) Core(TM) i5-9300H CPU @ 2.40GHz   2.40 GHz 

Installed Ram: 16.0 GB (15.8 GB usable) 

System type: 64-bit operating system, x64-based processor 
 
 

2.2 Software Configuration 
 

We have implemented our project using python based Jupyter notebook IDE which is 

available in the anaconda package. We have illustrated the steps to execute the developed 

scripts below. 

 

3 Downloads and Installation 
 

• Python 

 

 
We have implemented our project using python. Python strongly supports machine learning 

and deep learning models with different tools, modules, libraries, features that assist the pre-

processing stage of the model and optimizes the model’s performance. Hence, it is essential 

to download the latest version of python and have it installed in your environment to ensure 

smooth execution of scripts. The latest version of python can be downloaded from the python 

website. One can select and download the software installer of desired version based on the 

operation system of the device. The confirmation of successful installation can be obtained by 



2 
 

 

checking ‘python vision’ query in windows command prompt that will update you with 

recent installation. Figure 1 shows the download page of python. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                          Figure 1: Download page of python 
 
 
 
 

• Anaconda 
 

Our next step is installation of Anaconda Navigator package. Anaconda package is a python 
based integrated development environment that can be used for checking results and 
developing code for your scripts. Jupyter Notebook and Spyder are one of the highly used 
Integrated development environments in anaconda navigator package. One can download the 
anaconda navigator package from the official website of operating systems. After successful 
download and installation of anaconda navigator package, we can observe different integrated 
development environment that can be selected as per the requirement of development. We 
have used the jupyter integrated development environment for our research project. 
 

 
                                           Figure 2: Anaconda Navigator 
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• Data source information 

 
In this study, we have used a public data source from Kaggle that contains information of 

breast cancer data of patients of Wisconsin hospital containing cancerous and non-cancerous 

breast mass. We have used this data in our classification, visualizations and several deep 

learning and machine learning models that included random forest classifier, k nearest 

neighbors, decision tree classifier and support vector machine. 
 

4 Project Development 
 

In the project development section, we need to create a new python 3 notebook with suitable 

title to start our program execution. The file format is .ipynb and as we begin with 

implementation of our machine learning and deep learning models, we need to install 

additional libraries to support our program execution. Essential libraries can be installed in 

the command prompt/jupyter notebook by using pip command.  

 

For breast cancer classification, we need to install specific libraries to assist in executing our 

models. The libraries used in the initial stages are :- 

• Scikit-learn  

• Matplotlib 

• Pandas 

• Numpy 

• Sklearn 

• Plotly.express 

• Seaborn 

We have also installed a new tenser flow module ‘keras’ to execute the neural network 

models. We can install ‘keras’ package in two steps in our command prompt. 

• Command prompt:1) pip install tensorFlow==1.8  

                               2)pip install keras 

  

In the last stage of our coding, we can launch our script in the jupyter notebook command or 

running every block of code in the cell. The errors in any of the steps will be displayed in the 

output window. Once we begin with execution of our code, it is required to convert and fetch 

data from the data frame. 

 

 
                                  Figure 3: Jupyter notebook homepage 

5 Data Preparation  



4 
 

 

5.1 Data pre-processing 

Data preprocessing plays a significant role and getting rid of inconsistencies, noise, missing 

values and incorrect entries in the dataset and makes it easier for interpretation and 

evaluation. We looked for such noise and inconsistencies in our Wisconsin dataset and found 

columns that contained incorrect data, outliers and null values. The insignificant data entries 

were dropped, outliers were removed and further the data was pushed for data exploration 

data visualization process. 
 
 

 
                                                                              Figure 4 
 

 
                                                                            Figure 5 
 

 
                                                            Figure 6 
 

Figure 4 shows the initial stage of program execution 

In figure 5, we have performed data cleaning on our dataset. The ID column and last column 

with maximum null values have been dropped 

In figure 6, we can see no null values in the columns and data is ready for next stage. 

 

5.2 Data Exploration 

In our exploratory data analysis and data visualization, we have installed a new module 

“Autoviz” to conduct analysis and visualization of dependent and independent variables.On 

can install the “Autoviz” package by executing few steps in the command prompt. 

• Command prompt: pip install Autoviz 
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            Figure 7: Data visualization using Autoviz 
 

 
                      Figure 8: Pairwise scatterplot of variables. 
 

 
                   Figure 9: Pairwise distribution of normed histogram of variables 
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In Figure 8 we can observe pairwise scatter plot of continuous variables with respect to target 

variable diagnosis that has two classes ‘malignant’ and ‘benign’, while in Figure 9. We can 

see pairwise distribution of normed histogram of continuous variables. 
 

 
 

Figure 10: Shifted correlation matrix. In this stage, we have determined variables that can be 

successful contributors for model building. 
 

 
 

Figure 11: Analysis of radius mean and texture mean. In this stage we have conducted 

analysis of target variable “diagnosis” with two highly correlated variables radius mean and 

texture mean. The visualizations of this comparative analysis is present in below figures. 

 
                                                     Figure 12 
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                                                            Figure 13     
 

 
 

Figure 14 : In this stage, we have conducted Groupy analysis of both tumours to understand 

the relationship between dependent and independent variables and also the highly co related 

variables. The visualization of group by analysis of both tumours is given below figure 15. 
 

 
 

Figure 15 : Group by analysis of both tumours 
 

5.3 Encoding 
 

In figures 16 and 17 we can observe feature scaling and encoding. We have implemented 

feature scaling on our target variable ‘diagnosis ‘using standard scalar() function. We have 

encoded our target variable to numeric data type using a Label encoder. We have transformed 

our target variable “diagnosis” from categorial to integer type i.e., from B and M to a factor 

binary number 0 and 1 for benign and malignant tumor. Also, for the artificial neural network 

model, the factor was transformed to numeric data type. 
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Figure 16: Encoding 

5.4 Feature scaling  
 

 
 

Figure 17: Feature scaling 
 

6 Model building 
 

The stage of model building is the most crucial part as it involves selecting significant 

algorithms as per the data and that meet the objectives of our research. We have implemented 

nine machine learning models and one neural network model on our dataset. The 

classification algorithms include K-NN, SVC, LR, random forest, decision tree classifier, 

hyper parameter tuning, ada boost classifier, gradient boosting classifier, XGB boost 

classifier and artificial neural network model was implemented in this research. We have 

used python programming language to carry out our analysis. The implementation and 

performance results of all the classification models have been provided in below Figures. 
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6.1 Importing Libraries 
 

 
 

Figure 18: Importing libraries 

6.2 K Nearest Neighbours 

 

 
Figure 19: K nearest Neighbours model 

 

 
Figure 20: Error rate: K nearest neighbours 
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             Figure 21: This block shows graphical visualization of error rate in KNN model 

6.3 Random Forest classifier   

 

 
Figure 22 

6.3   Logistic Regression 

 

 
                             Figure 23 

 

6.4   Support vector machine 

 

 
                           

                            Figure 24 
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6.5   Decision tree classifier 

 

 
                                                               Figure 25 

 

6.6   Hyperparameter tuning 

 

 
                                                                   Figure 26 

 

6.7   ADA boost classifier 

 

 
                                         Figure 27 
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6.8   Gradient boosting classifier 

 

 
                                                           Figure 28 

 

6.9   XG Boost classifier 

 

 
Figure 29 

 

6.10 Deep learning model 

 

 
Figure 30 
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Figure 31 

 

 
 
Figure 32: This block generates the classification report of deep learning model that includes 

training score, accuracy and F1 score. 

 

7 Evaluating Results 
 

In this stage we have evaluated and analysed the performance of our classification models 

into two parts namely 1) Evaluating Accuracy of models ,2) Evaluating Sensitivity of models 

 
 

 
Figure 33: Evaluating results 
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Figure 33 shows the block of code generates the evaluation metrics for comparison of 

classification models based on their accuracy percentage. 

 

 

 
 

 

Figure 34: Evaluation of classification of models based on accuracy percentage  

 

 
 

Figure 35: This block of code generates the evaluation metrics of classification models by 

taking into account their sensitivity percentage 

 

 
                              Figure 36 : Evaluation metrics 


