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1. Abstract 
 

Over the time period, the rise in incidence and mortality rates due to deaths caused from 

breast cancer is evident that it’s turning a terminal disease globally. An early detection of 

these developments in the female body can reduce the risk of cancer spreading throughout the 

body and expensive treatment costs. Early diagnosis and modern cancer treatment is essential 

for better understanding of development of cancerous tissues in the female breast and most 

importantly prevent deaths from cancer. Hence, it is essential to develop a robust system for 

early-stage breast cancer diagnosis that can assist the medical professionals to classify cancer 

tissues in mammograms and thus save lives of patients. In this research, we are implementing 

nine machine learning algorithms and one artificial neural network model on “Wisconsin 

Breast cancer” dataset to determine the presence of cancer and classify the type of 

abnormality as benign and malignant. The primary objective of our research is implementing 

machine learning and deep learning algorithms on trained data and detect and classify the 

severity of cancer through effective exploratory data analysis, feature selection and 

performance metrics of classification models. We intend to provide a robust and reliable 

approach for early-stage diagnosis of breast cancer using machine learning and deep learning 

methodologies so there can be enough space for treatment plans and higher chances of 

survival in patients. 

Keywords: Breast cancer, machine learning, deep learning, malignant, benign 
 
 

2   Introduction 
 

1.1 Project Background and Motivation 

1.1.1.1 Brief overview of breast cancer 

 
Over the time period, breast cancer has briefly affected many lives being one of the most 

common causes of death among women and slowly and gradually equating these statistics 

with lung cancer. We can identify breast cancer as a non-skin cancer that is diagnosed quite 

frequently in women considering the risk factors as lifestyle changes, aging, gene mutations 

and most often a family history of breast cancer. We can identify early signs of breast cancer 

as it begins with development of a denser breast tissue and slowly grows to a wider area in  
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one of the breasts. The development of this takes place from the inner lining milk ducts in the 

breast or basically the lobules provide the ducts with milk. Breast cancer can be best 

explained as a mutation in Deoxyribonucleic acid and ribonucleic acid that transforms normal 

cells in the body into cancer cells. In many proposed studies, the common factors giving rise 

to these mutations include exposure to nuclear radiation and electromagnetic radiation 

viruses, harmful bacteria, fungi, parasites, consumption of contaminated food and water, cell 

injuries and lastly aging or modification of cell molecules. Breast cancer is further classified 

as malignant and benign depending on the fatality caused by the cancer tissues. Despite most 

tumors occur due to non-cancerous development in breasts but it becomes a serious issue 

when a benign cancer tissue transforms into malignant cancer. Hence it becomes important to 

identify the initial stage when the malignant cells have not approached the breasts. An early 

detection of these developments in the female body can reduce the risk of cancer spreading 

throughout the body and expensive treatment costs. Early diagnosis and modern cancer 

treatment is essential for better understanding of development of cancerous tissues in the 

female breast and most importantly prevent deaths from cancer. If not detected early, there 

are higher chances of patient going through complex invasive treatments and with very less 

probability of survival post diagnosis. 

 

 
 

The rise in incidence and mortality rates due to deaths caused from breast cancer is evident 

that it’s turning a terminal disease globally. Recent statistics from globocan survey in 2018 

breast cancer as one of every four cancers diagnosed in women and stands second in the 

world causing maximum cancer deaths. Also, the mortality rate was noted as 6.8 per one lakh 

women and similarly age subjected breast cancer incidence was noted as 23.7 per one lakh 

cases worldwide. With increase in modern science developments and their contribution in 

breast cancer research, we still have long way to go towards developing robust treatment 

plans for combating breast cancer. 

1.1.1.2 Traditional global breast cancer screening methods 
 

In this section, we are discussing the traditional global breast cancer screening methods 

adopted across developed and developing countries. In most cases, nations primarily adopt 

breast cancer screening mechanisms depending on the availability of resources with them. 

The clinical breast cancer examination and breast self-examination methodologies are 
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adopted by developing countries for screening of breast cancer. Similarly, the procedure of 

mammography is prevalent in developed countries. In most cases, obesity, family history, bad 

lifestyle habits, bad nutrition and lack of exercise are highlighted as red flags for breast 

cancer. With update in treatment plans in healthcare industry and presence of enough data to 

conduct research, it becomes the prime responsibility of researchers to discover cure for 

cancer. 

1.1.1.3 Traditional global breast cancer detection methods 
 

In this section, we are discussing the traditional global breast cancer detection methods 

adopted across developed and developing countries. The most effectively used detection test 

is the triple assessment test often referred as gold standard for breast cancer detection. It 

comprises of three tests that includes mammography/ ultrasonography that is radiological 

imaging and pathology that includes core needle biopsy. If any of these tests positive then the 

patient is diagnosed with malignancy while if three of them test negative then its a benign 

breast cancer condition. The traditional methodology of breast cancer screening often follows 

a linear path in understanding the risk factors using regression. Machine learning proves to be 

efficient in breast cancer identification and diagnosis since it doesn’t assume linearity in the 

procedure. 

1.1.2 Implementation of machine learning in predicting breast cancer. 

1.1.2.1 Significance of ML based breast cancer prediction system for 

screening and detection 

Data mining and machine learning methodologies prove to be efficient in understanding and 

interpreting data. The patient data obtained from any of the screening or detection tests can be 

utilized to develop machine learning models that can further assist in predicting breast cancer. 

The data can be anything, rights from results obtained from mammography or 

ultrasonography and even the core needle biopsy tests. Sometimes getting access to patient 

data can be an expensive affair, in this case using data from a patient’s anthropometric blood 

tests proves to be a better approach. Once a machine learning model performs effectively 

with patient’s blood data then it can be further used to develop an AI tool that if approved by 

the food and drug administration can be to identify symptoms of breast cancer in patients by 

clinicians. In this procedure, the experts can obtain the output by inputting patient’s blood 

result data in the tool that can identify the stage or abnormality of cancer. This prototype of 

breast cancer detection by machine learning models proves to have more potential if 

compared to the traditional screening and detection tests for breast cancer.  

1.1.2.2 Motivation  

Over the time period, the ratio of deaths in women from any form of cancer has increased. It 

is essential to diagnose cancer at an early stage to identify the symptoms and derive efficient 

treatment plans for the patient. This involves collective work by researchers, medical 

professionals and communities to actively participate in developing awareness, effective 

treatment plans conducting significant research to help prevent the fatality caused by cancer. 

Figure 1 shows fatalities cause by different types of cancer among women in the year 2018 

and as we can see that breast cancer proves to be dominant causing maximum deaths 

worldwide. As a data science aspirant working on breast cancer research, it is essential to 

develop a robust model that helps in breast cancer classification and detecting the tumour 

accurately. If the models fail in detection of malignancy, then the patient may die without 
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being aware of the symptoms. If we are successful in determining cancer at early stage then it 

can result in saving many lives and giving way for effective treatment plans. Hence it 

becomes important to develop models that are capable of rapidly predicting these symptoms 

so that we can construct treatment plans for patients and thus reduce the risk of fatalities.  

 
 

The motivation for this study is to enable medical professionals to adopt machine learning 

and deep learning methodologies in order to increase/ make the rate of breast cancer detection 

and classification more rapid and reliable. This study extensively involves literature review of 

twenty-one research papers that cover the work done by data science scholars in the field of 

breast cancer detection and classification adopting machine learning and deep learning 

methodologies. 

1.1.2.3 Project Requirement Specification 

1.1.3 Research Question 

RQ: “To what extent can machine learning and neural network models assist in 

accurate and early diagnosis of breast cancer?” 

1.1.4 Research objectives 

1] Application of feature selection algorithms to select significant features contributing in 

breast cancer classification. 

2]Understanding the nature of data through effective exploratory data analysis and 

visualizations and balancing the data precisely to train the model. 

3]Implementation of machine learning and deep learning models on trained data and 

evaluating performance metrics of these models on parameters of accuracy, sensitivity, 

specificity and f1 score. 

4]Training the models accurately for classifying the tumour as “Benign” or “Malignant” 

 

2 Related Work 
 

The healthcare industry has been one of the most promising fields of research for data science 

scholars due to the presence of significant data and suitable data types. If we take into 
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account the patient data in hospitals that contains continuous records of symptoms, category 

of diseases, death history and also patients admitted in numerical values. Health industry can 

be defined as a system flexible for research and studies and one which welcomes and 

implements improvement methodologies for welfare of community. We have a detailed 

literature survey highlighting amazing research work, studies, surveys and review conducted 

by data science scholars and researchers that includes implementation of machine learning 

and deep learning methodologies towards breast cancer classification and diagnosis. 

 

1]In this study, the author has focused on presenting an overview of machine learning and 

deep learning methodologies and their applications in breast cancer classification and 

diagnosis. The author has used multi modalities imaging to classify the breast cancer data and 

further determine the presence of cancerous and non-cancerous masses in breast. The author 

has summarized a brief overview of research databases that influenced the study and has 

explained the variation in results obtained from machine learning and deep learning models 

in detection and classification of cancer cells.2] In this study, the author has followed a 

different approach for breast cancer diagnosis by incorporating a differential evolution 

algorithm of radial based function kernel extreme learning machines. The network structure 

of RBF-KELM model contains two significant parameters ‘C’ and ‘sigma’ which determines 

the efficiency of the model. The author has investigated the performance of differential 

evolution algorithms on two datasets and was successful in fetching significant insights in 

breast cancer classification.3] In this study, the author has focused on developing machine 

learning models and studying their performance in detection of breast cancer. The subject of 

author’s examination was diagnosis cancer tissues and further classifying them into 

malignant and benign category that can help in determining the possibility and life span of 

patient. The author kept their primary focus on understanding features contributing in 

diagnosis and also evaluating performance of models based on their accuracy, affectability, 

explicitness and exactness to determine results. 4] In this study, the author has focused on 

segmenting breast cancer based on its malignancy from an ultrasound image data by 

implementing backpropagation neural network models. The author has conducted brief 

research on patient data that comprises 184 images in total and was successful in obtaining 

high rates of precision in characterizing patient data into cancerous and non-cancerous with 

the help of deep learning models.5] On similar lines, this study includes implementation of 

artificial neural network models for classification and diagnosis of breast cancer data. The 

author has classified tumor cells based on their degree of malignancy by defining 

backpropagation and radial basis neural network algorithms.On further analysis of patient 

data, researchers were successful in conducting automatic classification of cancer cells that 

lead to breast cancer in patients by comparing performance of Radial based and 

backpropagation neural network models. The accuracies of both classification models were 

noted as 50% and 70%.6]In this study, the author has used multimodal ultrasound images for 

determination of molecular subtypes of breast cancer that facilitates good treatment plans and 

also improves patient prognosis. The author has implemented this task of determining 

molecular subtypes by using three multimodal, dual modal and monomodal convolutional 

neural network models and further examining their performance based on accuracies. On 

further implementation, it was observed that multimodal CNN model outperformed the other 

two models in classifying five specific molecular subtypes leading to breast cancer and also 

triple negatives from non-triple negative breast cancer data. Thus, a multi modal 

Convolutional neural network model proves to be successful in breast cancer prediction and 

classification.7] As we go further, the primary focus of this study is conducting image 

analysis of clinical patient data and predicting breast cancer by implementing multi-input 

classification model. In many studies, a multi-input classification model is proved to be 
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highly beneficial than convolutional neural network models. At first, the researchers 

determined patterns in thermal images and further moved to clinical data with an aim to 

improve the model performance. The best performing model on the mastology research 

dataset was a multi input convolutional model with an accuracy of 97% and specificity as 

100%.8] The researchers in this study followed an interesting approach of deep learning 

methodologies for segmentation of breast lesions found in mammographic images into 

malignant and non-malignant categories. The first approach includes utilizing images patches 

from region of interest and second approach includes taking whole image data into 

considerationThe author was successful in determining significant features that assisted in 

classification of breast lesions from mammograms and all the models demonstrated best 

results with 99% accuracy, sensitivity and specificity.9)]The author has significantly focused 

improvement of current breast cancer detection methodologies by implementing a combined 

convolutional neural network that includes graph convolutional neural network and 

convolutional neural network. Two specific improvement techniques were used that included 

dropout and batch normalization. An 8-layer CNN model was developed that included rank 

based stochastic pooling, improvement techniques and another two-layer graph convolutional 

neural network model for classification of malignant tissues from mammograms.10] This 

study focuses on developing a convolutional neural network model for breast cancer 

classification from different categories of images that includes thermal, mammograms and 

ultrasound images. The author has focused on building a five layered convolutional layer that 

includes a fully connected neural network layer for feature extraction and parameters 

affecting the classification. The convolutional neural network models demonstrated an 

accuracy of 96% and specifically the data augmentation techniques were successful in 

reducing errors and provides good generalization in the model. 11]In this study, the 

researchers aim at helping medical professionals by developing convolutional neural network 

models for breast cancer classification and diagnosis. The performance of 8 level neural 

network models were examined on medical images obtained from patient data to determine 

the presence of cancer cells and their degree of malignancy. On further analysis, the CNN 

models were able to successfully distinguish the patient data into malignant, benign or none 

and assisting the healthcare professionals for segregating breast cancer treatment plans for 

patients. All the deep learning models demonstrated best performance with respect to 

accuracy, sensitivity and specificity.12] This study primarily focuses on developing a neural 

network framework for breast cancer classification by utilizing the concept of transfer 

learning on two publicly available datasets that include 7000 microscopic breast images. The 

author has developed a “MultiNet” framework in order to enhance the efficiency of process 

of breast cancer classification. Three pretrained neural network models were used to conduct 

feature extraction on the microscopy image dataset and further were fed into the network 

layer to develop a neural network model. The classification models performed best with 

“MultiNet” framework yielding an accuracy of 98% with respect to accuracy, sensitivity and 

specitivity.13] This study involves a survey primarily focused on examining and 

understanding the functionality of computer assisted detection systems and Convolutional 

neural network models in breast cancer classification. The author also examined quantitative 

results obtained from the models and concluded that the approach of convolutional neural 

networks proves to be more reliable than traditional computer detection systems for cancer 

diagnosis.14] This study primarily focuses on application of machine learning algorithms in 

classification of cancer tissues present in breast mass and further investigating the 

performance of models on the image data based on feature extraction, accuracy, sensitivity 

and specificity.15] This study focuses on a similar objective of developing algorithms based 

on biosensors and machine learning to identify cancer tissues in microscopic images. The 

author has implemented different machine learning algorithms that includes naïve bayes, 
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support vector machine, k nearest neighbors and random forests classifier on variety of 

datasets that includes fine needle aspirations of breast mass, infrared images, mammography, 

microscopic images, thermal and ultrasound images. The researchers further evaluated the 

performance of machine learning models on the basis of detection accuracy, response time 

and feature extraction. The study also included literature work highlighting applications of 

machine learning and biosensors algorithms in breast cancer research and how effectively 

they have improved the process.16]This study gives a detailed overview of different stages of 

breast cancer classification using machine learning models. The researchers have 

implemented the models and further segmented the process into three stages namely that 

includes: data preprocessing, feature extraction, feature scaling, model building and 

classification. They have further investigated the impact of these algorithms in classification 

process of mammograms. In the end, the study concludes the process of evaluating 

performance of models in detection and classification of cancer cells on the parameters of 

sensitivity, specificity and exactness.17] This study primarily focuses on evaluating the 

performance of different classification models on a standard dataset containing data of breast 

cancer patients. It includes different classification models such as decision tree, support 

vector machine, logistic regression, naïve bayes and k nearest neighbors. We know that 

application of different classifiers yields different results as they vary in accuracy, precision 

and exactness. After applying different classification models on the dataset, the author 

examined a frequent change in accuracies and also different patterns in classification results. 

The research work includes comparative analysis of breast cancer classification results from 

different classification models. 18]In this study, the researcher has conducting and interesting 

hypothesis test of checking whether reduction in noise from research data leads to higher 

accuracies in classification models. The author has further compared several classification 

methodologies on breast cancer dataset in order to briefly understand the pattern of malignant 

and non-malignant segmentation. On implementation, the author was able to gain significant 

insights that includes higher efficiency and accuracy observed in classification models post 

removal of noise from the data which explains the role of dimensionality reduction in 

reducing noise before implementation of ML algorithms.19]This study focuses on 

implementing neural network classification models in order to classify the type of breast 

cancer into malignant or benign. The author primarily focuses of different breast cancer types 

that includes mucinous carcinoma, tubular adenoma, ductal carcinoma, lobular carcinoma, 

phyllodes tumor, adenosis and papillary carcinoma. On further implementation, the author 

was able to gain significant insights that included successful performance of classification 

models on the image dataset and a 97% accuracy malignant and nonmalignant 

classification.20]This study focuses on using a deep learning methodology for breast cancer 

classification and conduct a preliminary research based on the findings. The author has 

implemented several hybrid convolutional neural network algorithms on a standard breast 

cancer dataset and “mias” mammography image dataset. On further implementation, the 

author was able to gain significant insights that included successful performance of 

classification models with an accuracy of 97% in malignant and nonmalignant classification. 

The results clearly explained that a hybrid neural network model can also yield accurate 

prediction of cancer cells and also obtain their classification based on degree of malignancy 

 
 

3 Research Methodology 
 

While working on a research project, it becomes essential to follow a systematic 

methodology that can assist in fetching significant results. There are different methodologies 

available to conduct analysis, classification and research such as CRISP-DM, SEMA, KDD 
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etc. The research methodology followed in this project is the Knowledge discovery in 

databases methodology (KDD).  

 

 
                                           Figure 2: KDD Methodology 

We can define KDD as an iterative methodology that involves data selection, pre-processing 

and transformation of data belonging to databases and also different other sources such 

images, data warehouses, text etc. It primarily focuses on applying data mining algorithms in 

order to fetch significant, valid and useful insights from the data. The KDD methodology is 

highly useful in breast cancer research as it helps in determining and discovering significant 

patterns and features from the data. 

3.1 Data source information 

 

In this study, we have used a public data source from Kaggle that contains information of 

breast cancer data of University of Wisconsin hospital from Dr William h. Walberg. This 

data included information of patients of Wisconsin hospital containing cancerous and non-

cancerous breast mass. We have used this data in our classification, visualizations and several 

deep learning and machine learning models that included random forest classifier, k nearest 

neighbors, decision tree classifier and support vector machine. 

 

Attributes          Description Domain (values) 

Diagnosis tumour type 
B -Benign or M -
Malignant 

radius mean of distances from centre decimal 

texture standard deviation of grey scale values decimal 

smoothness local variations in radius lengths decimal 

concavity 
severity of concave portions of the 
contour decimal 

concave points 
Number of concave portions of the 
contour decimal 

fractal dimension 
design of object and relation between 
them decimal 

perimeter sum of length of all sides decimal 

area region enclosed within the perimeter decimal 

compactness (perimeter^2/area - 1.0) decimal 

symmetry 
balanced proportions between two 
masses decimal 

                                       Table 1: Attributes of dataset 1  
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Table 1 shows all the ten attributes in dataset 1 that were calculated by Wisconsin hospitals 

for cell nucleus of breast mass for each cell from a digitized image. All the features in the 

dataset are calculated from a digitized image of a fine needle aspirate of a breast mass. All 

these features define the attributes of the cell nuclei present in the image. It consists of 699 

rows and 11 attributes in total. The class distribution of malignant and benign breast mass 

includes 357 benign and 212 malignant. Three measure results were calculated that includes 

mean, standard error and worst /largest of these features for each image that resulted in total 

30 features. 

 

3.2 Data pre-processing (includes data cleaning and removing outliers)  

Data preprocessing can be defined as the process of transformation of raw data into clean and 

insightful format. In an ideal situation, we deal with databases present with raw data entries 

with missing values, noise, incomplete and incorrect data entries which makes it unfit for 

research or analysis process and also affects the performance of applied models. In this 

scenario, we need to implement a process to resolve these issues and make data ready for 

research and analysis. Data preprocessing plays a significant role and getting rid of 

inconsistencies, noise, missing values and incorrect entries in the dataset and makes it easier 

for interpretation and evaluation. We looked for such noise and inconsistencies in our 

Wisconsin dataset and found columns that contained incorrect data, outliers and null values. 

The insignificant data entries were dropped, outliers were removed and further the data was 

pushed for data exploration data visualization process.  

3.3 Exploratory data analysis and data visualizations. 

 

Exploratory data analysis can be defined as the process of investigating data and obtaining 

significant insights, information, patterns and conclusions from the data. It forms the basis of 

a dynamic data exploration process to make informed decisions from the gathered insights 

rather than making assumptions. It also involves understanding the nature of data by 

extracting mean, averages, maximum and minimum values. In our exploratory data analysis, 

we have also looked for inconsistencies, wrong data imputations, missing data entries and 

outliers in the dataset and resolved the errors for further analysis. we have tried to understand 

the nature of dataset by visualizing each dependent and nondependent variables and finding 

the correlations between them. We have primarily focused on studying the patterns of highly 

correlated features and how they are contributing in classification of tumors through box 

plots, scatter plots and histograms. Hence, our main goal is to thoroughly understand 

significant patterns in the data and use tools effectively to draw our conclusion and insights 

3.4 Feature selection  

 

Feature selection includes taking into account significant features that assist in achieving 

significant results. Sometimes, the data consists of many features and some of them might not 

be significant to fetch clear insights related to our problem statement. Training the model 

with unnecessary attributes might reduce the model’s performance hence it becomes 

important to select necessary attributes that are highly co related to the target variable and 

help in obtaining required output and conclusions from the data because. The Wisconsin 

breast cancer data set consists of total 32 attributes which are quite high and might contain 

several insignificant or irrelevant features. The main question here is how to select significant 

features that can contribute in obtaining higher performance and hence we have obtained a 
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correlation plot of all the features in the data and tried to understand and analyze most 

significant features to implement in our models. 

3.5 Model building 

 

The stage of model building is the most crucial part as it involves selecting significant 

algorithms as per the data and that meet the objectives of our research. We have implemented 

nine machine learning models and one neural network model on our dataset. The 

classification algorithms include K-Nearest neighbors, support vector machine, logistic 

regression, random forest classifier, decision tree classifier, hyper parameter tuning, ada 

boost classifier, gradient boosting classifier, XGB boost classifier and artificial neural 

network model was implemented in this research. 

1)K- Nearest Neighbor (KNN): The K-Nearest Neighbor is a supervised learning algorithm 

and is extensively applied in regression and classification problems. The K-Nearest algorithm 

takes into account significant instances and features relevant to the target variable and further 

classifies them. Here, K refers to a numerical value and it executes the classification process 

by taking into account the Euclidean distance to k- nearest neighbor Thus, the K-nearest 

algorithm helps in interpretation of data. 

2)Random Forest Classifier: Random Forest classifier can be referred as an ensemble 

learning model which can be implemented in both regression and classification problems. A 

random forest classifier is based on feature extraction and these features are clubbed together 

in K different subsets. It contains many decision trees and aims to deploy accurate and 

significant classification of data. 

3)Logistic Regression: Logistic regression have been widely implemented in medical studies 

since early twentieth century and plays a significant role in predictive analytics as well. A 

logistic regression algorithm can be implemented when the data contains a target variable that 

is categorical or binary in nature.it can only be implemented when the target variable is 

limited to only two classes. The aim of our study is to classify the cancer into benign and 

malignant and hence logistic regression is implemented as the target variable is categorical. 

 

4)Support vector machine: The support vector machine algorithm is a supervised learning 

algorithm that is extensively applied on the data for regression and classification purposes. 

The primary objective of this algorithm is to determine a hyperplane for classification of data 

points in N dimensions. The main work lies in figuring out the plane that maximizes the 

margin and later diversifies based on the feature numbers. Support vector machine has been 

extensively used in breast cancer classification and has delivered optimum performance. 

 

5) Decision tree classifier: Decision tree algorithm is commonly used supervised machine 

learning algorithm that helps in regression and classification problems. It basically solves the 

problem by using a tree representation and the features in this structure are referred as 

decision nodes while output is referred as leaf nodes. It helps in prediction of target variable 

by taking into account other variables. 

 

6)Hyper parameter tuning: Hyperparameter tuning refers to implementing a learning 

algorithm by selecting a set of hyperparameters. We can define a hyperparameter as a module 

argument which contains a certain value and it is assigned before the machine learning 

process. Hyperparameter tuning is majorly implemented to boost the performance of machine 

learning models. 
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7)ADA boosting classifier: An ADA boost algorithm is referred as Adaptive boosting 

algorithm and is basically a boosting technique implemented in machine learning as an 

ensemble methodology. It is referred as adaptive boosting as it involves re-assigning weights 

to each attribute such as assigning higher weights to attributes that are classified incorrectly.  

8)Gradient boosting classifier: A Gradient boosting algorithm is a machine learning 

algorithm that is extensively used in regression and classification problems. It is basically 

constructed in a stage wise manner as it incorporates other boosting methods. It also involves 

optimization of differential loss functions and thus helps in boosting performance of the 

machine learning model. 

9)Xtreme gradient boosting :XG boost is a machine learning algorithm extensively used in 

medical domain for classification and regression purposes. Using XG boost classifier in 

breast cancer classification can be beneficial for patients as well as medical professional as it 

will assist them by early cancer diagnosis whereas medics will be able to construct an early 

treatment plan for the patients. 

10)Artificial neural network model: An artificial neural network model is inspired by 

biologically designed computer programs and is structured to stimulate the operations as 

human brain processes. They basically collect data by investigating several patterns and 

relationships in the information and contains several input and output layers. They contain as 

many as 10 hidden layers that assists in modifying the input layer in a way it can be used for 

output layer. 

 

 

4 Design Specification 
 

Figures 3 and 4 describe the step-by-step Network architecture of Breast cancer Diagnosis 

using machine learning and deep learning algorithms that will be carried out in our research. 

The primary objective of this study is to focus on developing adequate machine learning and 

deep learning models for early-stage prediction and classification of breast cancer. Our end 

result is classification of tumor into “malignant” and “benign”. All the process are further 

explained in detail. 

 

 
Figure 3: Network architecture of Breast cancer Diagnosis using machine learning algorithm 
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Figure 4: Network architecture of Breast cancer Diagnosis using Artificial neural networks 
 

5 Implementation 

5.1 Data Preparation:  
 

Data preprocessing can be defined as the process of transformation of raw data into clean and 

insightful format. Data preprocessing plays a significant role and getting rid of 

inconsistencies, noise, missing values and incorrect entries in the dataset and makes it easier 

for interpretation and evaluation. We looked for such noise and inconsistencies in our 

Wisconsin dataset and found columns that contained incorrect data, outliers and null values. 

The insignificant data entries were dropped, outliers were removed and further the data was 

pushed for data exploration data visualization process. Below are the steps taken: 

Basic data cleaning: We have dropped the columns “ID” and “unnamed” as they were not 

significant for our classification. 

Missing values removal: The column “unnamed” had the most null values hence we have 

dropped the column and now the data is cleaned. 

Outlier removal: We have detected the outliers present in the significant features and have 

removed them. 

5.2 Data Transformation: 

 After data is cleaned, we have moved further in our process with data transformation as it is 

a necessary step in our module t o prepare the data for further classification operations. As 

mentioned in the above step, the Wisconsin breast cancer data set is cleaned and does not 

contain any outliers or missing values. We have transformed our target variable “diagnosis” 

from categorial to integer type i.e., from B and M to a factor binary number 0 and 1 for 

benign and malignant tumor. Also, for the artificial neural network model, the factor was 

transformed to numeric data type. 

Feature Scaling: In our feature scaling, we have normalized the range of independent 

variables/features in the data using a standard scalar. 

5.3 Data Exploration: 

 

Data exploration can be defined as the process of investigating data and obtaining significant 

insights, information, patterns and conclusions from the data. It forms the basis of a dynamic 

data exploration process to make informed decisions from the gathered insights rather than 

making assumptions. It also involves understanding the nature of data by extracting mean, 

averages, maximum and minimum values. We have segmented our data exploration in three 

steps. 
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1)Exploratory data analysis: In our exploratory data analysis, we have also looked for 

inconsistencies, wrong data imputations, missing data entries and outliers in the dataset and 

resolved the errors for further analysis. we have tried to understand the nature of dataset by 

visualizing each dependent and nondependent variables and finding the correlations between 

them. 

 

 
                                                      Figure 5: EDA  
 

Exploring the target variable: We can observe our exploratory data analysis of our data in 

Figure 5 where B and M stands for Benign and Malignant tumors. Benign tumor is basically 

not cancerous as the cells grow very slowly are usually normal that is does not spread to other 

parts of the body or invade any nearby tissues. On the other hand, Malignant cancer is 

extremely cancerous and rapidly spreads to other parts of the body and can be fatal. In our 

analysis, we found that most of our data represents non-cancerous symptoms. Around 62.7% 

of our data indicates non-cancerous symptoms that is type B cancer while 37.3% of our data 

gives cancerous symptoms that is malignant cancer. 

 

2)Data Visualization: We have primarily focused on studying the patterns of highly 

correlated features and how they are contributing in classification of tumors through box 

plots, scatter plots and histograms. Hence, our main goal is to thoroughly understand 

significant patterns in the data and use tools effectively to draw our conclusion and insights 

 

 
 

Figure 6: Shifted Linear Correlation matrix 
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In our shifted co relation matrix we can observe shifted variants with only relevant cases. 

We can observe clear distinctions for malignant cancer among larger values of certain 

parameters and these distinctions further helped us in classification of cancer. We determined 

that the values that can be used for classification of breast cancer are mean values of cell 

radius, perimeter, area, compactness, concavity and concave points. We have also determined 

the attributes that were not successful contributors in our cancer classification and were not 

showing much preference in the diagnosis. They include the mean values of texture, 

smoothness, symmetry and fractal dimension. 

 

3)Group by analysis of both the tumors: 

a) Analysis of radius and texture mean: We further extended our analysis to highly co 

related features and understand their relationship with type M and type B cancer. Figures 7 

and 8 indicates our exploratory data analysis of radius and texture mean and its relationship 

with our target variable. In our analysis with radius mean and target variable, we found that 

the radius of all cancer tumors in type M cancer is less than 18 and most of them fall under 

the range of 12-12.99. While on the other hand, the texture mean value of cancer tumors of 

type M and B exceeded to 19.99. We further concluded that all the tumors of type M showed 

higher texture and radius mean values than type B tumor and also the texture mean was 

considerably higher than radius mean for the both the tumors. 

 
 

Figure 7 : Analysis of radius and texture mean 

 

 
 

Figure 8 : Analysis of radius and texture mean 

 

b) Analysis of perimeter and area mean: We further implemented our exploratory data 

analysis of perimeter and area mean and its relationship with our target variable. In our 

analysis with perimeter mean and target variable, we found that the perimeter mean is less 

than 110-115 for most of the cancer tumors of type M and falls under the range of 75-80. 
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While on the other hand, the area means value of cancer tumors of type B exceeded to 700 

and a similar trend was observed for texture mean value of cancer tumors of type M. We 

further concluded that all the tumors of type M showed higher perimeter and area mean 

values than type B tumor and also the perimeter mean was considerably less than area mean 

for both the tumors. 

c)Group by analysis of both tumors: In our final analysis of both tumors, we looked for 

attributes that exceeded with higher mean values from each other. We concluded that the 

mean values for fractal dimension, texture, smoothness and symmetry were comparatively 

higher in Tumor B than tumor M 
 

 
Figure 9 : Groupy analysis of both tumors 

5.4 Encoding 

We have encoded our target variable to numeric data type using a Label encoder. We have 

transformed our target variable “diagnosis” from categorial to integer type i.e., from B and M 

to a factor binary number 0 and 1 for benign and malignant tumor. Also, for the artificial 

neural network model, the factor was transformed to numeric data type. 

5.5 Feature selection 
 

The Wisconsin breast cancer data set consists of total 32 attributes which are quite high and 

might contain several insignificant or irrelevant features. The main question here is how to 

select significant features that can contribute in obtaining higher performance and hence we 

have obtained a correlation plot of all the features in the data and tried to understand and 

analyze most significant features to implement in our models. We have further selected 

symmetry_mean,symmetry_se,compactness_worst,texture_se,concave.points_se,smoothness

_worst,smoothness_se,concavityworst,concavity_se,concave.points_worst as our final 

features for the classification model. 

5.6 Classification Models: 

 

The stage of model building is the most crucial part as it involves selecting significant 

algorithms as per the data and that meet the objectives of our research. We have implemented 

nine machine learning models and one neural network model on our dataset. The 

classification algorithms include K-Nearest neighbors, support vector machine, logistic 

regression, random forest classifier, decision tree classifier, hyper parameter tuning, ada 

boost classifier, gradient boosting classifier, XGB boost classifier and artificial neural 

network model was implemented in this research. We have used python programming 

language to carry out our analysis. 
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1)K- Nearest Neighbor (KNN): We have implemented the K-nearest neighbor classification 

model using the kneighbors classifier and selected our features using the feature selection 

algorithm. We have trained our model on the training set and further tested its efficiency on 

the test set to determine its performance in classification of target variable. We have also 

determined the error rate of the model, obtained the accuracy with accuracy score and also 

determined the performance of the model based on sensitivity, specificity, false positives and 

false negatives. 

2)Random Forest Classifier: We have implemented the random forest classification model 

using the randomforestclassifier and total 40 n_estimators fed in our forest variable. We have 

implemented feature extraction in our model and selected key features for training by using 

feature selection algorithm. We have trained our model on the training set and further tested 

its efficiency on the test set to determine its performance in classification of target variable. 

We have also determined the error rate of the model, obtained the accuracy with accuracy 

score and also determined the performance of the model based on sensitivity, specificity, 

false positives and false negatives. 

3)Logistic Regression: We have implemented the Logistic regression model using the 

logistic regression function and fed our selected features in the logmodel variable. We have 

implemented our model on the target variable because it suits the requirement of logistic 

regression as our target variable is binary in nature and has two classes M and B. We have 

trained our model on the training set and further obtained the accuracy with accuracy score 

and also determined the performance of the model the pred () function. We have also checked 

for sensitivity, specificity, false positives and false negatives.  

4)Support vector machine: Support vector machine has been extensively used in breast 

cancer classification. We have implemented svm model using the SVC () function and fed 

our selected features in the svm variable. We have tried to determine a hyperplane for 

classification of data points in N dimensions. We have worked on figuring the plane that 

maximizes the margin and later diversifies based on the feature numbers. We have further 

trained our model, checked for performance of the model on terms of accuracy, sensitivity 

and specificity. 

5) Decision tree classifier: We have implemented decision tree classification model using 

the decision tree classifier and fed our selected features in the predictor variable “dtc”. We 

have trained our model on the training set and further obtained the accuracy with accuracy 

score and also determined the performance of the model the pred () function. We have also 

checked for sensitivity, specificity, false positives and false negatives.  

6)Hyper parameter tuning: We have defined a hyperparameter as a module argument 

which contains a certain value assigned it before the machine learning process. We have 

fitted 5 folds for each 512 candidates and fed them in the grid_search function.We have 

further determined the best parameters contributing models’ performance also obtained best 

training score along with accuracy, f1 score, sensitivity and specificity. 

7)ADA boosting classifier: We have implemented ADA model using the ADA 

boostclassifier and fed our selected features in the ada variable. We have fitted 10 folds cross 

validation for each 60 candidates totaling 600 fits and fed them in the grid search function. 

We further fed our predictor variable with 200 best estimators, learning rate of 0.001 and 

base estimator “dtc”. We have further determined the best parameters contributing models’ 

performance and also obtained best training score along with accuracy, f1 score, sensitivity 

and specificity. 

8)Gradient boosting classifier: We have implemented gradient boosting model using the 

gradient boosting classifier and fed our selected features in predictor variable “gd”. We have 

worked on optimizing the differential loss functions to help in boosting performance of the 

machine learning model. 
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9)Xtreme gradient boosting : XG boost classifier in breast cancer classification can be 

beneficial for patients as well as medical professional as it will assist them by early cancer 

diagnosis whereas medics will be able to construct an early treatment plan for the patients. 

We have implemented Xtreme gradient boosting model using the XGBoost classifier and fed 

our selected features in predictor variable “xgb”. We have further determined the best 

parameters contributing models’ performance also obtained best training score along with 

accuracy, f1 score, sensitivity and specificity. 

10)Artificial neural network model: We have converted our target variable into numeric 

data type before implementing our artificial neural network model. We have trained our 

model using keras package and passed our target variable along with predictor variables by 

setting the linear output to false. We have trained the model with less number of hidden 

layers as the model yields optimum performance with lower hidden layers. 

 

6 Evaluation 
 

After implementing the classification techniques, we have evaluated the performance of our 

models on the basis of different parameters. The primary objective of our study is to provide 

an overview of patterns that we have obtained from interpretation of our results. Below are 

the evaluation metrics we have used to evaluate the performance of our classification models. 

 

1)Accuracy: Accuracy can be defined as the ratio of number of predictions made by the 

model to the total number of predictions. Formula to compute accuracy is given below 

Accuracy = True positive + True Negative / Total  

2)Sensitivity: Sensitivity is referred as True positive rates. Sensitivity can be defined as the 

ratio of correctly classified positive classes in the data to all the positive classes . 

Sensitivity = True positive / False Negative + True positive 

3)Specificity: Specificity is referred as false positive rate. Specificity can be defined as the 

ratio of wrongly classified negative classes in the data to all negative classes. 

Specificity = False positive / False Positive + True Negative 

 

These parameters form the basis of evaluation metrics of our classification models, while we 

will be judging the best performing models based on accuracy and sensitivity as in breast 

cancer data it is essential to identify the number of patients that are correctly identified with 

cancer among all the patients. 

 

 
                           

                             Figure 10 : Accuracy percentage of classification models 
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Figure 10 shows the comparison of accuracy percentages of KNN, support vector machine, 

decision tree classifier, random forest classifier, gradient boosting classifier, hyper parameter 

tuning, extreme gradient boosting classifier, logistic regression, ada boosting classifier and 

artificial neural network model. As we can evaluate from the comparison plot, the best 

performing models are support vector machine, gradient boosting classifier and artificial 

neural network model with the highest accuracy percentage of 97% while the lowest 

performing classification model was Decision tree classifier with accuracy of 91%. 
 
 

Models Sensitivity% Specificity% 

KNN 90.90% 98.09% 

LR 95.45% 99.04% 

Forest 93.90% 97.14% 

DTC 90.90% 92.38% 

GBC 87.87% 96.19% 

XGB 90.90% 95.23% 

ADA 87.87% 96.19% 

SVC 95.45% 99.04% 

HP 87.87% 96.19% 

DL 96.82% 98.14% 

 

Table 3: Sensitivity and specificity percentage of classification models. 
 
Table 3 shows the performance of classification models with respect to their sensitivity and 
specificity. For sensitivity, the models are judged based on True positive rate that means the 
model which has correctly classified maximum number of true positives. The model with the 
highest sensitivity is deep learning model followed by linear regression and support vector 
machine 

6.1 Experiment 1 : Choosing K- values for KNN Algorithm 
 

Our first experiment involves analysing the performance of KNN algorithm for different k 

values. One of the most important task in determination of performance of classification 

model is choosing the correct k value. Similarly, in our experiment 1 , we have analysed the 

accuracy and sensitivity of KNN model with respect to K values 10,15,20,25 and 30. 
 

 
Figure 11 : Sensitivity and accuracy w.r.t k value in KNN 
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The table for accuracy and sensitivity percentage of KNN Model with respect to following K 

values is given in figure 11. We can observe from the table that the highest accuracy and 

sensitivity is obtained at the k value 10 and 15 while the lowest sensitivity and accuracy is 

obtained at k value 20. Hence, we can consider K value 20 for optimum performance of KNN 

model. 
 

6.2 Experiment 2: Selecting hidden layers for ANN model  
 

Our second experiment involves analysing the performance of Artificial neural network 

model with number of hidden layers. An ANN model basically contains an input layer, 

hidden layer and output layer. We need to specify the number of hidden layers else the model 

assumes one default layer to resume the process. We know that the performance of the model 

fluctuates with respect to the number of hidden layers, Hence, in our experiment we will be 

analysing the performance of the ANN model based on hidden layers 2,3,4,5 and 6 to figure 

out the best hidden layer for ANN algorithm. The table for sensitivity percentage of ANN 

Model with respect to following hidden layers is given below. We can observe from the table 

that the highest sensitivity is obtained at the hidden layer 2 while the lowest sensitivity is 

obtained at hidden layer 6. Hence, we can consider hidden layer 2 for optimum performance 

of ANN model. 

 

HIDDEN LAYER SENSITIVITY % 

2 96.82 

3 96.1 

4 95.4 

5 95.4 

6 94.11 

         Table 4: Sensitivity percentage at hidden layers 

6.3 Discussion 
 

In our research so far, we have determined the severity of breast cancer by implementing nine 

machine learning models and one deep learning model using Wisconsin breast cancer dataset. 

The severity of breast cancer is identified based on the sensitivity percentage of K nearest 

neighbours, logistic regression model, random forest classifier, decision tree classifier, 

gradient boosting classifier, extreme gradient boosting classifier, ada boosting classifier, 

support vector machine, hyperparameter tuning model and deep learning model. We have 

followed the KDD methodology and extensively performed data exploration, data 

preparation, data transformation, data analysis, encoding, feature scaling, feature selection of 

predictor attributes and model implementation on our dataset. We can observe the 

performance of classification models with respect to sensitivity and deep learning model 

performed best with 96.82% sensitivity followed by logistic regression model and support 

vector machine model with 95.45% sensitivity in figure 12. While gradient boosting, ada and 

hyperparameter tuning prove to be the lowest in performance with respect to sensitivity. 
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Hence, we can now conclude that deep learning, logistic regression and support vector 

machine models perform best in determining the severity of breast cancer. We have checked 

the performance of the model by implementing 10-fold cross validation and noted the 

evaluation metrics. We have used the k value as 9 here because it was widely used in most 

research papers. We have further conducted an experiment to determine the performance of 

our model by analysing the sensitivity percentage at different k values. However, we didn’t 

notice much difference in the functioning of classification models on 10 cross validation and 

20 cross validations. Our evaluation metrics includes accuracy, sensitivity and specificity but 

we have evaluated the performance of our classification models based on the main metric of 

sensitivity. The main reason for choosing sensitivity as our main evaluation metric is due our 

medical data, the need of knowing the successful classification model for determining tumour 

type becomes extremely essential for treating a disease. Sensitivity is basically computed by 

taking into consideration the true positives correctly identified by the model out of all the true 

positives. Hence, sensitivity becomes an essential metric in determining the severity of breast 

cancer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 12: Model performance with respect to sensitivity and specificity  
 

7 Conclusion and future work 
 

The major objective of our study is to obtain the best performing model that can determine 

the severity of breast cancer in patients. We further implemented nine machine learning 

models and one deep learning model on Wisconsin breast cancer dataset and analysed the 

performance of classification models based on their sensitivity score. We also conducted two 

experiments to analyse the performance change in KNN and ANN models with respect to 

different k values and hidden layers and were able to fetch significant insights. The results 

from our evaluation metrics showed highest sensitivity percentage in deep learning model        

with   96.82% followed by logistic regression and support vector machine model with 

95.45% sensitivity. On the basis of the performance results, ANN model can be useful in 

detection of benign and malignant tumour and assist medical professionals in early-stage 
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diagnosis of breast cancer. With current scenario of increasing fatalities due to breast cancer, 

it is to implement a robust classification model that can assist medical professionals in early-

stage cancer diagnosis and save many lives. Our Future work will be dependent on taking this 

research further and developing a breast cancer classification system from a standpoint of 

community care with an ambition of improving the healthcare system in breast cancer 

diagnosis. The future work is largely inclusive of bringing more affordability, efficiency and 

advancement in breast cancer prediction system. 
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