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1. Introduction 

This document's objective is to outline the stages involved in developing the project. The 
hardware & system configurations required to reproduce research work are explained in great 

detail. This section covers the design and implementation strategies needed for effective 
operations. to built an instance segmentation model to detect dental caries using the 

Detectron2 model 

 

2. Specifications 
Hardware and Software Requirements 

• The hardware specifications used to implement the project are shown in figure 1 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Hardware Specification 

 
• Google Collab is a cloud-based, open-source platform for developing deep 

learning algorithms. To sign in to Google Collab, you'll need a Gmail account. 

Each user is given a minimum of 12.73 GB of RAM, which can be increased to 

25 GB, as well as 64 GB of hard disk space. The research is carried out according 

to the guidelines listed below. 

 

• LabelMe is used to annotate the images manually and annotated file is saved 

in COCO JSON format to load the data into the Detectron2 model. 
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• Cuda Toolkit is an open-source computing tool that enables users to 

CUDA graphics for overall computing. 

 

• Anaconda3: For python programming, the platform provides a variety of 

integrated design frameworks (IDD). The models are created using the libraries 

indicated below 

 
➢ Python 3.6.13 – Libraries 
➢ numpy 1.19.5 
➢ tensorflow 1.3.0 

➢ keras 2.0.8 
➢ detectron2 arch flags 3.7 
➢ PyTorch 1.8.0+cu101 
➢ Pillow 8.3.1 

➢ torchvision 0.9.0+cu102 
➢ iopath 0.1.9 
➢ opencv-python 4.5.3 

➢ IPython[all] 
➢ scipy 
➢ matplotlib 

➢ scikit-image 

 

3. Data Collection 
The data set for this study came from a publicly accessible open-source platform. The dataset 

contains 116 panoramic x-rays with their relevant masks. The OPG X-ray covers the full 

region of the patient’s mouth. The dental caries type is classed into 5 categories: Dentinal 

Caries, Proximal Caries, RootPiece, Caries involving pulp, and Secondary Caries, this is 

annotated manually in this dataset in coordination with 5 dental practitioners to attain 

accurate annotations. 

Link to Dataset: Panoramic Dental X-rays With Segmented Mandibles - Mendeley Data 

The database contains 3 directories: Images, Segmentation1 and Segmentation2. 

This study takes only the Images folder for Instance Segmentation tasks. 

 

4. Data Pre-processing 

 
The image labeling is performed on LabelMe software after the images are resized. 

Images are resized in a go with natsorted function in python. In figure  1, the lines of code have 

successfully resized the images into  (255,255)

https://data.mendeley.com/datasets/hxt48yk462/1


3 
 

 
Figure 1 Images Resized  

 
 

Figure 2 Interface of the LabelMe Software 

Dental X-ray images tend to be quite noisy coming from various types of noise sources. To de- 

noise these x-ray images, denoising filters are used to highlight useful details in the x-ray and 

increase its image quality. Image thresholding and equalization are some of the tools that we have 

for image processing so image thresholding for segmentation tasks becomes a bit easier. With 

histogram equalization, we can stretch the histogram to span the entire range. Histogram 

Equalization considers the global contrast of the image, not just the local contrast. The result of 
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Histogram equalization and Contrast Limiting Adaptive Histogram Equalizer was taken out. 

CLAHE does histogram equalization in small patches and it works very well and does contrast 

limiting 

 

 
Figure 3 Image Preprocessing 
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Figure 4 Thresholding Technique 

Data Transformation: 
The dataset in this study contains only 116 images which are split into a train (70%), 

test(20%), validation(10%). The training dataset contains 93 relatively small images, also 

these images are distributed unevenly among 5 classes of dental caries. 
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5. Detectron2 Model 
Google Colab was used to train the Detector2 model 

 

Figure 3 Mounting Google Drive 
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Figure 4 Creating directory for image data and json file 

 

Figure 5 Classes are defined 

 
 

Model Training 
Pre trained model mask rcnn R 101 is selected as the base model by selecting hyperparameters as seen in the 
Figure 6. 
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Figure 6 TensorFlow Output after training the model 
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Figure 7 Instance Segmentation Results are visualized with Visualizer class 
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Figure 8 Model Evaluation 

Figure 9 Average Precision and Recall results 
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